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ag9lsfinu nshndeiuril remote call Inenssagiiliinn1sunfniuszning service Lite
Mdanisynfniusening service MWIdpTuilihiauenisld message bus wuunszaredu
wnsosdioltlun1s@eansszning service Tu microservices dduusznaunssaluil public AP,
messaging, load-balance wag service discovery Tu public API agle HTTP wag RESTful Tu
a 1w . ~ " . 3 dl' .
N3ARRDAY service Tutz? service discovery aziduuunszaaiolasnislym single
point of failure 131lAviN1sMARBY message bus MeMstluimITEULTIIRRINHFULUY
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ABSTRACT

A new software architecture, known as microservices, becomes rapidly
popular recently. Microservices could help developers cope well with the problems
of software complexity and demands on an adaptive development process that needs
to respond to changes quickly. In this architecture, a single monolithic large application
would be divided into small multiple isolated services. They are separately deployed
and communicated to other services via remote calls. This architectural style allows
any changes on one service not affecting the others. However, if services directly make
remote calls, it would create interdependencies and tight couplings between them.
To remove such problem, this paper proposes a decentralized message bus to use as
a communication tool between services. Our message bus provides a framework for
services to collaborate. It divides into four main components, public API, message bus,
messaging and service discovery. The APl uses the HTTP and RESTful style of
communication. We use decentralized service discovery to avoid a single point of
failure of the system. The messaging uses a simple TCP connection with only a header
and body in its message. We also define three necessary communication messages for
the services, viz. request/response, notification and publish/subscribe. The proposed
framework is implemented and tested with a real-world scenario. It works correctly

without any problem. Also, to



(3)

realize how it could be scaled, we run the system continuously with incremental
services and traffics. From the observation on the resource consumption of CPU,
memory and network I/0, we found that the network consumption grows linearly while

the CPU and memory usages have little change in consumption

Keywords: microservices, message bus, software architecture
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1.1 Usym

Microservices architecture style (Fowler & Lewis, 2014) L‘ﬂugmmumsﬁwmszw
MaAnvulvsdie iy wigNNANaegUNITaNY dlndvesanUnenssu

. . ¥ ! ! < . < . v Yo =

Microservices T¥nsuusszuuluageanidu service 1an ¢ nane services laglilanmuanse
g3t msuusld egrelsfanuuuimanisudefifden Toua nsuusszuuma context ¥e9
Context boundary Tu Domain driven design %58 n1siusmenshiisiay service & SRP
(Single responsibility principle) Aa service fuihfnvnuludnvagineniu  vinliuday
service @1311309n deploy weniiulel (self-container) uigmsnisaeansriulaziu lightweight
protocol ffiNnun

Tutlaguanndnenssy microservices Masumnuauiindy Wvsllanwnainnisi
microservices ¥ILanANNFUTOUNITNALITTUUAY WagaanURUFURUUNTHMUTONALIT
wuu Agile  Tusuanududeunisiau anwuIAnnIswUs service Wussuudesiidniasa
aw1sn deploy wonaniu uadspsyhousauiuls vl service goaduuinmsauinand
ANuFudauvesNsiaIanamuluie deagiiulaainiSmsinssrunnududouvesssuy
(McCabe, 1976 and Henry & Kafura, 1982) fisinduiusiunivinuuiaveslusunsy wu
WNMTINAMUTULDUVDITEUUVNTIUIUUTIVR  TIUIUATYINU TIUIUEUNIINI AU
Tsunsy Wudu  dedudleuesnssuuldu service wwin@nyintiniissusnisianiziies
anwgien uevedlusinsuduanas Anududeuianamiuluiie

UBNAINLAIST service VB9 microservices Huau1Tn deploy weneonaniula 918
iAneugangy uazirglunisdeuwdas service Tnglildaansenuiu service Bu 9 3

i3 (9] a % 6 s . a @ Aa LY 1
A0nARDINUFURUUNMTUITIANTSToNAWISUUY Agile Miluntioaludagtu lnsamzeeng
gelunguuien startup LHBINLWIARMIIAILIYEY Agile wIuMT release product 1w
[ | = A 14 £ [ [ . = [
I3 daviles elvinsenuanudeanisvewldeny  lumsiaunssuuuuy Agle 3419
BMINAUTEUULUUNYDYETS (incremental build) Aonisassseuulufiazdiu Feszuulal
nuagdeaaiaimunisaggn deploy Widldldau dlasudeua feedback andldees
I ' v ) a v Y] v 1% Yo 1 a o § v

57 Prglianansausudsussuulvinssiuanussamsvesldeulaviunieg  villvinng

USULUABUSTUUNATUUBEY 399991 NSHAUINRUAUDIRaNSUAs UL YA LA B84



gavgu  seeumIuTuAsuuinisliing  uasUosndnFUMUUNMSHAILILUUAGLAY &9
donnnedlnenseiuandnenssuves  Microservices inannsusenauiuves  service
& A& a W . °o 8 v o & o a O .
ynadnidudasedeiunate service vibimneesaissvuulululade 8nvis service
aunsaildsuntadlalaenlinsgnuiuuinsou q Jsderenisiudsundasinly
Wil Microservices agilanumngauvaieysenslukdinmsimunvenduasiudagdu
! . . < & . . = ' a [y
Wi Microservices ntuszUULUUNTZAY (Distributed system) AINAMNEIBINLUULALINY
seuunsnsEemmll - Ingenaasudensedainanssuuninssaneuasiieatesiunsly
microservices loidu 4 dodsil
1. leszuugnuiiseniliurany service viidwiuasedluszuuiinduiendenis

[

Jansaua (Hoff, 2015) wazymnimeauayldiiaiuiy fegradu U update service 91U

(%
a o

finsa (configuration) 53UV MufmuANsdeusasEnineszuy lkn1svh automation T
firuduludmiuszuu  winsihseuulidu  automation  amfiueududouvesnis
fuiums faiussiensieiedienndislunsannnududousesmssdunsiiiuty Wy
M35 service discovery Liletesilii service usiay service 3inAudnludia e
configuration management tools s?iwzsu'w’[,ﬁl,iwmmma%fw environment V8458 UULALUU
Salulfi wiesilefinanumanilazaaesiilinisiszuu automation Wuldldnet

2. Communication NMswasuwUasszuuan local function call 118w remote call
FlUszansnmuessyuvanailesain latency w89 network (Richardson, 2015) w#inas
fannszuulumsvh remote call Iniiussanamidududesiigiennuazdosnsarudnla
Tugnu network ﬁﬂﬁ?‘umﬂ%’ lishtweight communication infrastructure Judeaisnu
dielsigfiunanansaaulaudmsimunssuufinevaussiuanudosnismaegsials

3. MIYNAANUVRY service M3wUAsu local function call iy remote call 2vili
ANIyNARTUTENING service (Mason, 2011) 151215911 remote call agvilagnis fix
static IP vIlvilin static connection s¥ndng service Uargunuunssenly service usiag

a 1

. PN 1 = v @ o 4 . [ . a o v o 14
service 9nvazkilvdlounufaeyily  service HNARRENU  service SNl vilving

Y

a < a = . 1 . = a o A
Waguulasssuulusesenn e service umay  service HANSyNAAtufge  uae
flexibility Y@eszUUanAY IWTEUUABINTAININTANITAUNTHNARNUTENIN service LR

91NN remote call

[y

4. Availability waz Scalability Wugwddgiuszuulugaliagiulaeanizszuunia

I

Internet  fimwdulnalunisldouiuy dwedudldidusdiann  Tagdiulngnisiiu

Y



Availability way Scalability tJunsifiuasasdinsviauniliounudnundisiuiaunse
MUNALUAU WAn157 microservices wuaszuulnajeanilu service goaviany service 1iu
Wilinsiii Availability uay Scalability 1 wSeafivinlaenn enfegratdu anditaeyii load
balance fuszuulvgjedseuulieInnaneyin load balance Wiiunn service vilwszuy
v A N A ax A a . . . e v
foNsiATstlanselon sislun1siil  Availability wag  Scalability wesszuunly
microservices
ndgymuesnsdeasues microservices AELAUINGN WAL NTHOATITNIN Sservice
299 microservices 3 2 EULL'U‘Uﬁ’eJ point-to-point LLa¥ message bus Tunsalues point-to-
point 1un158eas5enINe service wuUWBNRENTY FWAARNNARRUYEY service N3
U =% & Y ] = a =~ = 1]
venemdutululaenn  Tuvagiinisdeansdnguuuunilefie message bus  Fedruunnld
centralized message queue LHusnanslunisieans viliananisunAniuves service usiay

i single point of failure 8AVSEWINIA service é\’aqaﬁﬁagauu network 11nN71TIAT

dmiunilansdoans audwaliisza@nsnimanasann delay ¥89 network tisuilatym

v
[y

fanan nuitedfaiaueBnsudledam Feniseenwuy message bus eldlunng
doanssgning service lu microservices FsanmsunAniuves service luvnipienfudld
architecture wUU decentralized Wi single point of failure Sﬂﬁgqs"fm,ﬁﬂagmmﬁdq
foyauu network wnniwmikadilunilsnisioans fiunanmsld centralized message bus
Tnensdeassening service raglusuuuy single network communication ¥iln
UszAvsnmilaliineninnsdoasuuy point-to-point 1nniin uazdavneLiiy availability

waz scalability vosszuuilusesdAydmsunisiaunlugaiagiu

1.2 InQUszasA
gonuUULAEAIL  framework  AlumsWansTULLUY microservices
architecture style Adnvasmelud
1. aduayun159i automation
2. &nwawnsdeasidunuu single network communication
3. AANSHNAANUTENIN services
q

#tuayy Scalability wag Availability



1.3 YauLun

nuITeuilildunsennuuusyuu  message bus Uag  decentralized service

discovery wnlgsamiuiad18lunSWAIUITEUULUY  microservices LB IANISWAILNTZUU

Wuluegrativszansnnlaeddunau 35n1suaznsounisnnasesasaluil

1.

2
3.
a

AnwnuiiAsrdeaazanuiildlunsiaunszuy decentralized

99NLLUU decentralized message bus dioluedesilefitglunsiaunszuy
Wa52UU decentralized message bus lagldn1w Golang Tun1siwaun
ponuUULaTaapUszuuldiawEel it flussuuiiaduinsogluaiers
2Ry widnnudeya
Ainsgideyafildanmavaaeuiiludiuveassaviamnisvees Ussansnm
yosmsdadioyaTEing service wagarwaIsAlUMIYNUANIULIUTYI U

1NALLANVUVDITEUU microservices

1.4 Uslevunlasuainauivgy

1.

anAmEgeeInlun1TEANITEULTAN NS LIUTTULYE microservices Tagadh
58U service discovery Trunffiann ilanisadnsszuu automation ¥ilddneiy
annsyNAnfUYeIsTUUEoEIINNsARMeABAN I UYeA service fe remote call Tu
microservices Ingla message bus A service anunsanendi-eonanseuuls
ey liungauniu agile process development
annuvesiadosiluduuesnsindefusening service Faevinlvigiiaun
anunsagaiuamzludiveanisaing service o

WNUTEENSANYBITZUY microservices Tudnu Scalability wag Availability
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qwui%’mﬁﬁumaaaﬂqumia%"m microservices 1ngld decentralized message bus

Huszuudeans Tnelviruaulaifendu distributed system wagguuuunsasnanisaeansi
fiuszansamdundn Wiel microservices fauamusienNudumaILazan operational
complexity wazdamainmsdeansves service Tuuniisainaueissanssuuasnided
Reates wereluil

1. Microservices

2. Service discovery tools

3. SWIM Protocol

4. Message bus

5. Service-oriented architecture

6. RESTful

7. nuitefiieades
2.1 Microservices

Microservices 18w architecture style wuululiiSulasumnuauladiouszanad

2013 TpeiSuduainu3en Netflix microservices wHu architecture style LU single
complex application aamﬂuwmaq service lnausag service ﬁQﬂLLUﬁaaﬂm%LLﬂﬂf\]’mﬁu
PE1UAAUIA LIARARDAUILAARDAUNIUNIS remote APl uazlIan deploy 3¢ deploy weniu
microservices  fisuunUIouieuiu  Monolithic  application %QL%HEULLUUM?&%’N
application ﬁgﬂlsé’fu’n?’fuwiuiﬂ tfufian1sasha application ﬁﬁwmagjw process LAENAY
1ne Monolithic application L“f]ummsyuaqmnﬁm microservices W3¢ complexity 11910
monolithic application  Hlgannnsizimszuuiivunlng wazflosanuuiavessyuuiil
g Toilildnatunig deploy szuuuu wazidlefainisiUdsunausdinyasszuy
$1dugos deploy Imiviszuu

o

89310 Microservices 10U architecture style Muiiainlugd Fedslaifisuuvunay

Y

anuaENIEIWTRRY  wianunsaasumuuiuunisidawemateuien - TlinnsiUawme

Wudnwuzuas microservices laenumna Martin Fowler wag James Lewis (Folwer &



Lewis, 2014) Fadufieavgyinu Software design uawr1un1sasna Software ¢7g

Microservices architecture 1M%a85sUU mnasaluil

( Q| &

o® O] (&

=D = [A]
=l el = o=
eD|f =D Ol D=
o o® '@\r{ @
saD|f| ||maD (=]} [=[C]

3‘1/17/ 2.1 Monolith & Microservices (Folwer & Lewis, 2014)

2.1.1 Componentization via service
mswannszuunilsugUuuuidenldlunsiannie componentization 39
gn microservices tanlglunisimunssuy Inessuuazgnasismenisie component 11
fraf uazRzdeansiuniu interface 35lu microservices component %agﬂugULLUU
service MApansiuruzUuUUNsARsiodoasnans Tofivesszuu componentization fe
szuvRzilinnuBaveugs 1es91n component ansnsanemdoanlding vildszuvanunse
U¥unldeuldesnasands Ine microservices ftefmilouinalidrasudae
2.1.2 Organized around business capabilities
JULUUNSUIMITANTIPUY  software IuﬁmﬁudaﬂmygﬂLLUamu%”’umaq

1Y

walulag faguil 2.2 degradu fiu Ul N server uagiiugiudaya 895Uuuunsdnnisuuy

Y

& a ~ & v ° v a a | ~ = a
I NsuagulUaniewantagasyinlinnnNIsdaa1sserinedy Wesannnisiuasuwladssuu

findeensanuiaadilaluseuu nsdeanssenineiiudniiiinanuagilunsiaw
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Siloed functional teams... ... lead to silod application architectures.
Because Conway's Law

U 2.2 susvumsueiiumumalulad (Folwer & Lewis, 2014)



1ummzﬁﬂﬂmzw microservices %QﬂLL‘U'ﬂm:u service 14 microservices
Faguit 2.3 Tnsusas s ddnimunasunndumisiisndusonisiamn vil¥nnsuasundas
Ty service \innsapanssewinefiuwiiy sniuianisasuntas service Ainsynuiu
service au FaaghlAnnsaean sty winsasuulasuuiintullves Sansdoans

= = I3 i = Yy o o g v Y] I3 | &
ﬂ']ﬂiuvmﬂgmﬂ'nmi?@ﬁ?ﬂ')']ﬂ'?iﬁ@?ﬁi%']lﬁ/]ll Vl'ﬂﬂﬂ'ﬁW@Ju’ﬁ%‘UULUUI‘U@EJ'NTJ@LTJ

Cross-functional teams... ... organised around capabilities
Because Conway's Law

3‘1/17/ 2.3 3zluwn7mz/dﬁi/¢771/mmmmmwwgif?@ (Folwer & Lewis, 2014)
2.1.3 Products not projects
sUuuumswaunszuuludagtu  Tessnndleszuugnitmuniadefiuiiiamn
szuvazdsdelsiusunduguasely shliiszuusinunnisqua videusinseiadesadeszuulnl
NAuMUSTUUAY Lesaniinfigualsifiauieudileluissuuiin uilu microservices
duitiiannagyi i fidudives service Seinthilgua service dausiFuarsauianmaves
nslden vilvinsusuussvidedsunvaudly service lWulvegnsnisa iesandinifaun
fanusuazarundilalud service
2.1.4 Smart endpoints and dumb pipes
Service Tu microservices azAnfafuNIUyNIg lightweight protocol Faund
wazfledlld RESTful HTTP finsiasening service lngnss lagdadayaluguuuy JSON BnT5
wisndedlddureamanisaeansves service T microservices tuRonsld lightweight
message bus §8819.9U RabbitMQ 138 ZeroMQ F4iin11ua15a81nn3n1sAnRelALASS
FEMIN service F9YWAANIINAATUTENIN service luszuuuazszULITdTannanaidly
MsfoansIening service T service $remamisnendiuaznonsenanszuy Sl
Yoyanndeyaioriiu message bus yiliasanag monitor feyaluszuuldineninisns
wsn usazlalld Enterprise message bus 138 ESB §0.8u message bus Aiflenlunisadisszuy

SOA wisnglidmamsiiuaududerlunisldauiaznisqualviiussuy



2.1.5 Decentralized Governance
157 service lu microservices tu self-container ¥il# service fidaselu
msdeniaiesiiolunisadneszuy daalsl service Tu microservices annsaidoniasesiiely
msadsszuumzantumatanszould Tunsiaunssuuty  inTesdefimngaudv
SEUUAINaRDUIEANSAINTUNTHRIUNSEUUDENNINN  #I9819WY  Nodejs  Wungiuseuu
Ussinniiiunsvhaouiu 10 s Golang winzfussuuusunndidesnisndslunisiiuia
MIINSRAILSEUUMUY microservices  annsaiaunszuulasg1aiiszdniamainnii
szuuluy monolith flegludnuaizszuulvgszuuienisliaunsofiasideniaiodiolunis
W limanzdunn module ussuuld
2.1.6 Decentralized data management
Microservices service dnazfignudeyaiiuvesiiadlilildgudeyasiuiu
wileuluszuuuuy monolith wazluusiay service wiidnuaizAnuvsnevestoyadill
wileufiu Ausddeienenaszmileutuusmnuvingetsazssiueenly uazdnvauzdeya
uiazuuUAsgmnzaufugutoyaiivineiusenly  nsldgrudeyaiimnsfudnvazdoyass
vilvszuvannsafadeyaognsiivssansamannniinsldgudeyailimnzaniusuuuy
foya deduluusay service Tu microservices sfagldgutoyausnsanantu lasidon
gudeyaivinzanfiudnuuzvestoyail service 1uLioUsEAME A MYBITEUY
2.1.7 Infrastructure Automation
Microservices ﬁ?uﬁzw%gmmaaamﬁu service UUIALANIIUIULINYIA
Srurwedesiifesguaisuamnneiludae dldnsquaszuuldnauasnineinsau 3nvis
nsflseuy microservices Huiidnwausdu distributed system viliiduamegennluns
AuATEUY Fatiusruy microservices sinaggnoanuuulifiuszuuuuy automation Lioan
ANNEILINTUNITAUALAZTANTITTBUY haTAIEAIINABINTT automation SeuUlinazgnasie
Juuusruy cloud Tianunsouimsianaaiowneufinmeisiaodldodsieme dmaling
A%195¥ UULUY automation $1874
2.1.8 Design of failure
nsaswann single application unu multiple service vilwil service i
dosguardudiuauunn Tenadl service awvgaiauaIna sy hardware %3e software 3l

1NTU MlAN1508NLUUTEUU microservices Sludosiin1siieisn1sanegidisanlonia



NN38NYDITFUUAY f0819LU N15911 replication service N15%11 real time monitoring Lie
a a . I v
AMUNAUNATDY service LUUAU
2.1.9 Evolutionary Design
nstUaBuaINIzUY Monolithic i microservices finvziasunUasfiazeau
Ingdingnudlutesasgniddendu microservices nou inseyiiianunsaudludiuiule

Nelinsenuiuniszuu

2.2 Service discovery

Service discovery 38 locating service Judmusenaundn AR UDITEUY
microservices Ws1glusEUU microservices Wy service fllonaUdsunlasiiognanniial
MINUTEUUTRNDINISIATDILTEINNTAIAN IP LAz port 983 service MLS1ABINITAAAD 11U
Ao service discovery %ﬂu‘fjmﬁu service discovery fvanusa U’N@hgﬂﬁ%ﬁwnﬁaﬁ?
. . A U My v A I S N 1
service discovery lngtany TuvusAueimlilaasraiioldu service discovery lagmse ua
feAuENsaimNIeiun1svi service discovery Fsgnuanldaudu service discovery

Tnganunsawdasenilunguaiuguuuy architecture lanasialuil

2.2.1 Centralized service discovery
Service discovery  jUwuuilagiidiuuseneudAyaesdiufe  service
registration LWae service discovery 19y service registration %ﬁmﬁ’lﬁlﬁusﬁaﬂﬂaﬁum service
Vianualy cluster luvaugh service discovery yimtihndaviied service Wiy service N¥o4
U8 Iﬂ&lmiémﬂ'ﬁﬁagjmﬂ service registration mﬂg‘ULL‘U‘U architecture 4 service registration
Jadugaliuinisiion (broker) vililAn single point of failure Failemafiszuvazieny
v oy A A ' ° Y A a v A ! a o § v
Lilddlogaousievgaineu  uadefveensneuteyaunaininideusiegafies il
Toyaiogved service Hugnivwmaenas jULuuUssiviiRefedldidensinisaugnaes
v a N A’ . . . & a 1 v 1 X
Yo3veYAgT nIesiloMTuguiuy centralized service discovery Wuilagaasgunuunadaliuil
2.2.1.1 General purpose service registration

General purpose service registration L‘td]um%aﬂﬁ@ﬁgﬂa%ﬁﬂm%ﬁﬂ%'
Tumsdniudeyanillildianzasiion service discovery widheamanunsafimangly
MY service registration e Fegniunldegaunsviany  usdesimuRLLANE A

winnzauiuns ity service discovery Ing Zookeeper (Zookeeper, 2010) tHunilily

wseallefildsuanuiion nsiivtenaves Zookeeper fidnwuwidu node hierarchy lng
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ruvesiy Aennugniesuesdeya (consistency) Teyaiilsain server lu cluster axdian
wihumae nsfRnseiu Zookeeper asfnsaniun client #dmesenl3li Snuiuadesiled
gnihanlfidu service discovery 16 Eted (Core0S, 2016) Tl Etcd iuAussdeyastlu
JULUU key-value laganunsafnse Etcd H1ung HTTP + JSON APl atfuayu Availability
semsld replication Tuguuuy master-salve Inggaiauyes Etcd sgfinnugniesuesdeya
[UReIU Zookeeper wsianinsneuteyares service 16a1n server filafld master vinlof
Usgansnmluniserudeyafinil Zookeeper
2.2.1.2 Single purpose service discovery

Furdeslofiaiaunitern service discovery Tnetawny ety
irsesiloazgninseamnegislilinsuiioues Tasdrunnifumsuszneuiaiesiionanssaiii
shefuiieads service discovery Lﬂgaaﬁaﬁaﬂiumjmﬁﬁﬁﬁﬁ SmartStack (Igor & Martin,
2013) way Eureka (Netflix, 2016) SmartStack 194 service discovery fia%19heu3em Airbnb
WunseaunauiuseniIng Nerve (Airbnb, 2016), Synapse (Airbnb, 2016) Way Zookeeper
0 Zookeeper 2zvhutifidu service registry vosszuuka Nerve agvhmndidud il
client finsiaAu service discovery WIUNIY http AP Tugued synapse vty load
balance fiesinuszavsnwlifuszuy defues SmartStack @e client lidndugodd
library w84 service discovery wiazAnsariume sidekick process vae Nerve daidu
process ﬁﬁw’luaﬁjumﬂ%‘m@mﬁu client v1l¥ client lidiaannfiniiyu service discovery

Eureka gna31asineu3en Netflix Eureka gna$1eain Java Uu
service discovery ﬁﬁwmuagjuu AWS cloud %Qﬁﬁ’mﬂizﬂauagj 2 @1ufe Eureka server uag
Eureka client Tne Eureka server viwithidu service registration A8 server @31308319
Ju replication set ldifteuin Availability Tiussuy Eureka client ¥iwihiite service
Aoy service Wiy n15¥191u0 Eureka azitiulud availability v8932UULINAIN
consistency vastaya BnvdsanunsnvhansieldidossuniAn partition wazazitumszuy
nduAuuloszuundunduuni

2.2.2 Decentralized service discovery
U service discovery WUUNTEANY UAaY server @1u1savnunaunuiula

vun  vilvssuulifignidende (centralized server) lasipdosfiofioglunduilio  Serf
(HashiCorp, 2016) ¥wiiidan1suSmMsaudnuasnsImmauinfidumas Js01de SWIM

protocol MMMUIN19IN Gossip protocol Tun1sin failure detection lay Serf agvingulu



11

JUWUU sidekick process MIvnauaguuiAIafgaiufiu service Mf0dn1T service discovery

a

Iaun1shinsioniu Serf azAnranIUNIg library #3899119 RPC protocol

TuauAdedudl

a

§9N15 service discovery 913 availability figaiieliszuu

Y

£

microservices i availability M1gem1uNTI¥NITEUVDITEUUDIIILANARDTINIVOIUTEN U
goulvivayaras service agluguuu eventually consistency Aetayailasueialunsaiuua
PnasrevduTTesnils uignvneasiiansiensedeyalnsaiu msizanuldviiuves

1% a

foyaandivahly sevice lalamnsnfadeldiunzliuiissernady Swenusovonsuld
Fedu serf Fagnidontusldlunuidetul wee Serf u service discovery Tusunuy
decentralized vilwlaidl single point of failure G‘T\‘iﬁ?u availability 5ﬂ§ﬂﬂ’jﬂLLU‘U centralized
way data consistency wad Serf Wuwuy eventually consistency Fansafuitanisorul
#9315 Tae Serf 14 SWIM protocol %aelumsnsivaeumaiuiiduvaivesszuudsazgn

asuneluitedaly

2.3 SWIM Protocol

SWIM (Scalable Weakly-consistent infection-style Process Group Membership)
(Das & Gupta & Motivala, 2002) @@ protocol ﬁiﬂumau%mﬁmmﬁam%ﬂsuaqmjm process
uaw¥i failure detection Tunuunszane lsiflannansivihmihfldugeidonses SWIM protocol
ﬁugﬂﬁmmmmmﬂ gossip  protocol %amﬁ’amimzmstzhﬂuLLUUé’mmaawwé Gk
nszaneanUndetinluiBess SWIM protocol Uszneuludheassdiulsenaundnde failure
detector MHlun1smsravandniingaviiu way dissemination Aonisnszanedeyasenty
Sandnlundy nisuimsanndnlunguiu aunsevilasnismndnioueiiessmsdeya
aundnueangy \efimsmsianunisvignyinaiu an failure detector yionsiiinanBnvie

1% %

M3VeRDNANNGYN  syuufvzdsdayame dissemination lUdmnaundn wiedeunias

Y
ensiandniivey  vibinnaundnddeyangndewssiuiingy  leesivazidunves
1 ! a L 1 d‘l
diulsznaunneg azedsunefmelull
2.3.1 SWIM Failure detector
SWIM maun@niiveaviaumensiiaundnvievaegds ping lWUvaunanau
M e T leeidenainnisdy dliinisneunduniiuszeziaiiimvunnazderndaly

ManBnlval M Asnannsguiruiedny welids ping lumaundn M laeililasunis
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maUNaUAINANNTN MF WuiufvznszatedoyainfiauBniveaviaiuie uwidlasunisneu

nauNvzdmaansluds M 41 M* davhauegund

Time M1 M2 M3
random target %
timeout 'a/cif
random target \_,_\ req ping M2
\ timeout
/ ack

g"d“ﬁ 2.4 3571599714989 SWIM Failure detector

2.3.2 Dissemination

Dissemination  Lunsaeansdeyaszninsaundnlungy fimsdeasegaes
viinfAe multicast wag piggyback mﬁamﬁagaﬁ'Lﬁ'mﬁumiﬁam%ﬂimLﬁwﬁ'ﬂmﬁaﬁ
aundnuieenluudadu SWIM agld multicast \usnszaedeyalivnaudnldfuiifiea
yioluannngiens  uwimsnszateuuy multicast tu asvhlideyaieguuszuu
wSatheanniduly vl SWIM siawn3snnsiidendn Infection style dissemination Tusniie

andoyadiisoguu network
Infection style dissemination %39 piggyback message Wunisende ping funf
wdpsddlumandnlunniiena T egudn Hronszaredoyali Tnsuuudeyaliu ping ile
aundnldsutoyaivrsnaniifesds ping fazuuudoyayadlusu ping de vhliléundditng
infection style yhisieyailseguu network lsitwezannawiulumileu multicast usideya

e nIzEmeentumiloulhTawaslunigannaundnaglasudeyamilouiuvun

. infected node
O normal node

——= ping message

-+ - p- piggyback message

3‘1/17 2.5 171397974989 piggyback message
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233 ﬁ’ﬁumm'mgnﬁ'awaq SWIM Failure detector

N35I9TUANNINI MU 91ainteranaInveIN1snsIdu LAY sl
faudnitlinouaues ping o1fumseditaifntuthesiniedoyaiignasesntudume
nasn1santeynvensedie Foiliaundniudeseonanszuulumsznisasadud
Aawana ety SWIM andaymiilag szylusemsaindnilineu ping TupSausnihuliaedn
Humenmahasde wnszneteyatoonludmnaudn aundnlagldiudeyatudaziudin
Plusenswuiu dlodes pingiﬂﬁqam%ﬂﬁgﬂaqé’aqumﬁmuué’uﬁa wazlilasunismeu
ndu Fedaduiandniulivgarhauuds mnduasnssneteyalfandndugldiug uid
Iunsmeunduannasndndignasdefiezaueenansonnasds  waznszanedeyalivn
aundnldsudiduienty Bmstartsantgmusimnsaiuianainldedienn daevilif

SWIM faugneeaiianniu

2.4 Message bus
TuszuuasudvuanansinazUsenauldsmeglusunsuannnimiadusunsuvinaueg
419l message bus \HupIesilanianldlunsdeasiussrrinausunsulusyuu (Gregor &
Boboy, 2003) lagaz@ea1siunIunig message bus Ununaghnsodoansiulagnsy a9
g.J/ A R = 1 = %
message bus Wuwllouszuu bus U mainboard &@eazriglulTesweInIsNEIUAUTDY
drulsznouniinuasiuluteswsunalulagnlglussuuuas@inadonveszuy  mMens
Muuagiuunsansenaly  Anadsenevazredldiiedanisasindodoasiuniun

message bus N34 message bus Fagukuunarstumsdeasivselevinwoluil

1. aansynAatuvedusunsuluszuy Inglusunsuagdeansiusiumia message bus

WNUTNIEADAITNSIAYATINADI3 N0 WAL SULUUNITANADEDENTUDILARLHNY

Y Y Y
[ '

2. anduu connection fiwifintu sndegratulussuuiiilusunsuegiiomun 10
TWsunsu dlusunsusia 10 Wsunsudesaninsafnsodeansiulsmunazsiiliin
100 connection Tusguy WANIHIUNIE message bus TUTWATUALEIIS connection
LWWeNWA 1 connection iU message bus Wiy Tnen1sansuay connection Gy

HiganANNgeIntunssnwsruukasdIeylissuuansaunlulaieusnme
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3. Hemuanudangulunsvdsunlamsaudludiutsznaulussuu insglunis
Ansedoansizuuvunanslunisindevilianinsaiiuuazandiuusznoulussuy

Wuldleanetu

2.5 Service-oriented architecture

Service-oriented architecture (SOA) tJu architecture style Flduwadalunisadis
szuvINMsUsENaURumany service Tng service grusaduflerdunumagsiafifianna
Fudasy liTufu service sunazenmaniinanmsusneuiuvemans service lag protocol
wdnit SOA Mlun1shinsedeasiusening service Ao SOAP Fadu protocol 7l XML Ju

sUnuuteyanldlumsdeans lng SOA gneenuuveguuesAUsEnaUmslUl

- Service loose coupling Aiayn service faslailin1sunAniu

- Service reusability A9 service éjma’lmiagﬂﬁ&lﬂiﬂﬁmﬂnﬂ service

- Service abstraction f® service éfaa%’augmwumsﬁwmwﬂm service Lany
LﬁWWngLLUUﬂWiﬁWi@LVi’Hfu

- Standardized service contract ﬁa‘vm service ﬁaﬂ%’gmwumiﬁaa’mamffu
sULuUMSARaNsaTgNANAsEImTN

- Service statelessness A9 service ﬁauﬁu%;&ﬂﬁﬁaﬂﬁqm

- Service discoverability fia service siosanusagnAunulade laenisinse
service 1NIzFpsafELASes service discovery lunmshnse

- Service granularity ABA1SYINIUTOY service ABIaUlURT service L4

- Service composability fig service @1115OLAAIINAITUTZNDUAUIBINANY

service lagluaularnududaurainisusenauiuwed service

Wiol# SOA flasAusznausafinanluuds Sedeensdrutszneunansegisluniseas
JEUU 9NFIDYINLTUY
- Service discovery Wudndivhwihiiusnsnisinde service lunisawmsideu
service WivilfszuuaiusaAum service 18
- Messaging IﬂudﬁayjaLﬁaﬁﬂmiﬁamiﬁuizmw service lngdsunuung

d9a15na19
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- Service Orchestration Iﬂumiﬂ’m@umi business processes UB3I5¥UU

T SOA sruumsdeasidunilsludmnusenauidrfalusyuy vhlfssuunsieans
‘ﬁ?uqﬂE]ElﬂLL‘U‘U@J’]Lﬁﬁ]'ﬁ@ﬂ%llgﬂLLUUﬂ’]i%aa’liMmSgULLU‘U Immzwmiﬁami%gmm
soniudnusznoussoluil

- Message type pattern ﬁag‘ﬂLLuumaaﬁagaﬁIﬁumiﬁaEméhaehmiu

command, document, request/reply

- Message channel pattern Aevasmsfildlunisdoansundragnatiu point-to-

point, publish-subscribe, message bus
- Routing pattern faguuuunistunisvudstayaann service sunsluga service
Uaneny endiegnau pipe and filter, content aggregator

- Service consumer pattern ﬁagmwuwaamsmm client ¥89 service
#nNFA0E19LU polling consumer, event-driven, message facade

- Message construction pattern Aeguuutlunisairsteyailtlunisdeanslu
JEUU DDLU message sequence, message expiration

- Transformation pattern ﬁag‘dLL‘U‘Uﬂ’]iLU%SULLUﬁﬂEUﬁN“H@QSﬁana gNFIBENg

19U envelop wrapper, content filter

Faztuldainiinanluuds SOA B architecture fireuinsfisneandeniidudon
wazdidusyneusivaunniiersldminefussuuunsssan  enfaegnady sud
FoansnisAsunlasiives wiessuvtuimdnisunanansilddesnisiadesdisluseiu

SOA Feenadunisiiunselvssuulaglisndu

2.6 RESTful

\Ju software architecture style ﬁagﬂmwu network-base Iﬂ&JLﬁE}U%ﬂMMW HTTP
WJu protocol wanlunsdeans @9 RESTFul (Fielding, 2000) vzlifnun3snisasisves
dwdsznavluszuy InsieseuarsUukuudayalussuy  uiazirunveuluAkaLtedin
wny Insveuiwnuazdosiadismell

- Client-server fi client wag server azdoswhmihissiunaslaiyndniy

Y 1 | . [ ¥ 1 ! YV & Y
gNAIBYINYU client ﬁ]%lﬂLﬂU?J@JJUa ungUaseliunminives server
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- Stateless Aonnn1s3aswaves client azdeslififoyaves client gnifuliluy
server doyaazgnasluhiisuiudmiunistesowintu
- Cacheable Toyafiléinnnnsdoseazsosanusaialdlnle
- Layered system client agsinalianunsaszyleinnisieaeidunisinseiu
server Inamsaisolyl Inerdosmetiuenaasrinuszuu load balance Wiaszuy
Suneufly
- Uniform interface gUkuumsidnfiansnenslu server agfassunuuifedi
Tnefidormuasasioluil
O Identification of resources JULUUNSIUTATDYAIUTTUUILABILANGINS
pnfeg1uTy seuuild URL Tunisidnds niwennsvesszuu URL #ildly
MadhRansneinsiisnatuazdesisuuuy URL Areiy
O Manipulation of resource through representations ’gULLUUﬁIGﬁumi
N TAUNSNEINTIUITUUALVIINIY metadata anfiegragulu HTTP
w1y HTTP method Tun1sseyuUkuuveInIsdanIsninensliuseuy
O Self-descriptive message y)ndaruazdosdiveyaiosuisgUiuLves
YOALNEINDADATITIIU
O HATEOAS lumsiinseieansiu server 484 client agldiguuuy
hypermedia
2.7 "uAdeiiisades
ATeAedesiu Microservices i Saflsnuautios wsnz Microservices iiadu
ﬁif%’mﬁalaimumﬁ ATuRdunuliged  Serfnode (Stubbs, 2015) | Self-managing
microservices (Toffetti & Brunner & Blochlinger & Dudouet & Edmonds, 2015 ) wag Iris
(Szilagyi, 2014) NnanAedihmnglunmsuiladymaes microservices lnganunsaaguany
feature flgwmﬂﬁnﬂﬁﬂuiﬁaﬁmuﬂlﬁﬁﬂﬁiﬂﬂﬁ Service discovery, Load balance, Service
orchestration Wy Auto recovery

2.7.1 Service discovery

a

Service discovery utlgymivnausiesnisnisuily mssdutyvdAgy
yiilvniswasuseuuidu  automation tuUszaunadnsa  Weanuisaildsuszuulmdy

automation latgymnisesrnugeenlunsdnnisves microservices azanasduognwwin
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=i

lng service discovery tool Mgninanldnulunnauidvasiegasigiuuume wuuiiyaiey

Y 9

A

Mo (centralize) waznuuliiiaaause (decentralize)
2.7.1.1 Centralization
Self-managing microservices L‘T]umuaﬁjﬂmﬁﬁgﬂLLUU%}@L%@W]'@ (Centralized
server) Tagld Eted Wuiedosdiolumsiiudeyalieglusuuuy key-value amnsaiulivu

wane server 19 laefl consistency vastayadanseg us Etcd tulildasunluensosdion

% o a1 A o a a v a

service discovery lnglaniy szt adididiuiidewiiiudn defves centralize service
discovery fidulgdnfaSes consistency maa%’amﬂa UoiduAe single point of failure
2.7.1.2 Decentralization

aAfefldsunuulifigadeusotu f13de Serfnode uag Irs 1
NW3Te Serfnode 14 Serf FaduiaIasile maintain membership and failure detection i
andslusnu availability ﬁqamn‘[mmaﬂﬁ’u consistency Guaﬁaaﬂaﬁlff]ul,l,w eventually
consistency AavaLAILLAA consistency WARBIBIALTZELLIAN

Nt Ins Wlidunuidefiiedesiunisin service discovery
Tnoass usiiasrniamnan Pastry wag Scribe Fadu Dynamic hash table %38 DHT
anunsadedayaluds node filsisfogls Fsannsausuldtunuluds service discovery et
faudagvanaandRunusens Hog1aty MsnsIam service dumad WWudu

DHT Aemsdadoyangluguuun key-value 33 key Aonadnsvesns

14

hash Aaguae node 1w diu value Aoveyaiifeinisds ngaziinisimun keyspace

Y

Fadugrndulilivianunves key ieldlunisivun node Mdeyavzgnasll fenis

Y

'
A

fmung1ees keyspace lfuyn node iiladfaanisdsdioya DHT 9% hash Arilegues node
vinede consistent hashing islils key Viﬁ]ﬂsﬁumsﬁﬁmﬂa Mniuazidon node
TndiAesiian Tnegaintas key ¥9 node tieuthuiigniiuliluyn node 91924 key Tu node
InulndiResity key vosdayaiiardsnniign anduazdsdoyaluda node th &1 node Al#sy
doyaiitnaves key lainsafu key node 2891 node lndidedina uazdstoyasiely iaudn
JUNEINTD node TlT1a key ASIU key NG
2.7.2 Load balance

Load balance 1@uosddnyueinsld microservices flosan  load

balance mmmﬁ'mﬁ% Availability wag Scalability vesszuula wa microservices ‘ifu WU

szuveanunany service ¥1lin1391 load balance e1nduLiiasaindewilinn service &9
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o
[ LYY =

P 9/5 wa . . =2 3 a
Juanunldniauiasiiad daunisiigauaudfves load balance Tu microservices 3aluod

[y [ <

gAYy AREiuaInnNaIdeiinisyi load balance e lagldisnsnlnalAesiumenis

Aanguues  service Tunlloudulidunbenidniigan service awnsadenlddsdoyals

9
[

Mntuszuvazmsdeninmnu service nuildiudeya
2.7.3 Service orchestration
mATeReideniamn  service  orchestration Ao Self-managing
microservices Taglvinimundsymalassadiswesssuuriums Eted 910ty ssuvazadig
szuvsnlassaefitniauitszmall Tnssvuvazdoshnueguueieie  virtualization
uarsruUIvaistoyaues node MiAndusidluszuuiiolinislunisi self-healing sgly
M3 service orchestration  fluAdeviuAnuAsIndunTzanududauresIvi
service orchestration fienaviliszuuiivuslvguazesenlunsdnns Fdluaenndeaiu
anwauzn13ld microservices
2.7.4 Communication
Communication  ffieasudde s Tidenudladaymisenstmun
message bus laggunuunsdsoyaluy Iris th fauguuuuAe  request/response,
publish/subscribe wag broadcast lngld Pasty Fad peer-to-peer protocol ﬁm%’mfjm
nsdeansvLalvg) ondegatu WAN s3e Intermet Iris 1438nsdssedeyari node
TndiAssaunseiisiis node Whwne vilinsdedeyalidndusesddndeyavomn node
daaliin138afniuIzning node anas
2.7.5 Auto recovery
Auto recovery %18l Availability Gumszwqqéﬁu Lﬁaamﬂmmmﬁuvjﬁum
16 Ine38nsiidienldAe monitor szUUAUM service Angaviiey iielaeazaina service Tvsl
Juumudl service Tvgavinailuudlifimdnluszuy lesnduisiindeuisd
wnzaufuszruuil deploy W cloud computing wihty Tnefidessddeiilduuamad fo
Serfnode %QI%EULLUU parent and child node %l parent @unsanT13le1 child node
faviauaguielsl ldvhauudiaraddunlng nefinn node annsasimiing parent 1
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M15999] 2.1 WiguiigunalautnvesaIniseingdesniu feature luiade 2.7

Serfnode Self-managing microservice Iris Our model
Service discovery v v v v
Load balance v v % v
Service orchestration X v X X
Communication X X v v
Auto recovery v v X X

- < =i = ] wva av 4o Ao
mswd 21 Juiswiasluasileuiisunaandivesnuideiuiliu
MAdelnalAes lnensinduladenauauifvesnuidedul 1139nn157 communication

Y83 microservices Wu ASVIRE lightweight wagAududoust vilvinuaudfegugy
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v Y = Y Y

service orchestration La¢ auto recovery ﬁ‘ﬂﬂ%Lﬁmmmsﬁwﬁawﬂaﬁwumﬂsuuuugﬂm
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90N YNFIBYITIU service orchestration wvilszuulNARfUFULUUNINAZgNAMUATY
Welvssuuiinnsasrauudnludals vildssuufsianunsinisnisildeuidasuoasly
wing wagiinsihaunlddnduindu Tuvae auto recovery tiu \ufifesnislunsdlves

JPUUTABINTT availability #1gewin @9 load balance dinsiity availability Tuszdiunilse

v [

wd? aetuluszuumluudFainagliiausiduniavdeaiamun auto recovery Iszagii

Isguull overhead ge¥iu fauluanAdeduilasiiuluinisin service discovery, load

balance LLlay communication

P < 1 Av oo A v [y . & ¥ P
M5 2.1 ziulannuddeiidnwasiaateny s Rebuaunduy
decentralized message bus ndleufuuazlinuauiRdunmdoudu  uifdulidounnsiig
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feplUfl  STUUNSAREISTRNNWINEN  YINNNSLUITUYRINISAnseFERaNskaY  service

discovery pananfuvilinisdeansaviduuuy single network communication ua g

a
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N Iris Az3NITFOEITUALNITIN service discovery 1mefiu 1ag protocol DHT 9 Iris
Gonld vilmingiwiu network communication lunilsnsaeasiviniu loghn) Tae n 1Ju
4117 node 11U network communication gavgdwransznuviliuszansamlunis

deoyaanas uazdounndedndenilafe protocol 1 Iris 1denldlun1sin service discovery
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lilanansansiam node Adumanld ldifiesdum node ety usluvae? SWIM
orotocol 4lunsii service discovery Mdlumiadedul awnsavinisnsaam node 7
Suwadld Famnzdunisihuldifuedediolunis microservices wnnTINSIZE AL
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3.1 n1599nLUUY

ndyrues microservices TUF0INTEDA1TIENIN service MUATBFULTIDDNLUY

A Y @ a A a oA 1 . = [l 13 a [
message bus teldlluinIasilofinradeanssening service Berigunlavinisyniniuves
service W31¥ message bus Wagun1shinsedoasved service 210 point-to-point iy
WuusnAnsies1u message bus aldszuilvaneg Tuvaizifieniu message bus Ssgneaniuy
Indiaauandrmuanielivineiunisidlu microservices architecture
av & & <, = ' = ]

58UV message bus Tunuideduiiaslussuunszaty Aoliliyneusiavesssuy
(Decentralized server) lag message agluguiuy sidekick process 7Ivia1uBEUULATES
RENUAY service éﬁg‘d 33 @mamﬁaﬁﬁﬂﬁ message bus 13l single point of failure LAilau

Tu centralized message bus Naulalu microservices J9vilnszuudl availability ﬁ@ﬁu

Node 2

<> Node 1

O Service discovery

® Messaging
SWIM Protocol
—-——= Message

<> Service
|:| Message bus

Node 4

6 Node 3

FU7 3.1 3UuumsvaIuYes message bus

Msfnredeassening message bus wlseenidu 2 dewnaiie messaging waz
failure detection ﬁa%mﬁuﬁ’mngﬂﬁ 3.1 1py messaging %ﬁ’mﬁ’]ﬁdq%%aﬁ service
Foansaaluss service wmine Tuvauedl failure detection Lﬂuﬂiaqmwaﬁ%’édﬁﬁagﬂaﬁaﬁw
MIATIIM service TIFIMAD U89 message bus NMTUENTBINIINTAITDYALAYNTATIIN
service fiduwmiaaanainiu agilviinesen1sdnnig uag protocol Mldlunisinsedeansey
frudeuheiiemn amudaeusasauavemtiifiues protocol fianas uenwiloani
NSWeN messaging 88N31N failure detection §avinlinsds message agluguiuy point-

to-point @aiiUszaNSAINLINNIINITNIUAING TaedIuUszNaUNEIAYYeY message bus

Juludagun 3.2 nefisneasiBenderioluil
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Namespace A Namespace B Namespace C

‘ Public API

‘ Messaging Load balancer

‘ Service Discovery

Namespace D Namespace E

FU7 3.2 dautsznauly message bus

3.1.1 Public API

Public API udnusznouiiaianaginaudu interface Moyaalsiszuy
meuanuie service 1Hlunsfaderiuszuu message bus lng HTTP gniondusnidy
protocol Al#lun1sfnsedoansiu Public APl avglunisiden HTTP 1u protocol ndni
THlunsinsiodoans w1z HTTP Wuiiidnedresniswnauasiiegluynszuunasiniesiion
Fuitdlen eagyilt Public APl ansawidsldainynszuu Tag interface ¥aa public AP
QnoBNLUUAIL RESTRUL style @4azld URL Tumssvyninennslussuuiidesnsidnds uasld
HTTP method lunsszydnwaznisnszyiiunineins suuuuvesteyaildlunsiudaas
Huauazguuuuiunsneinsaseiegluszuu suuuudeyaifeuldfie JSON, XML, HTML Tu

suuilienld JSON (JavaScript Object Notation) {uguuuunissudsdeya

Method: HTTP method, i.e., GET, POST, PUT, DELETE

URI: http://msg_bus addr/resources

Request body agluguiluu JSON format Tneifenileatu resource type

U1 3.3 3Uuvunsdeans Service API

sULUUNAN9UBINITTUATTaYares message bus ulumugui 3.3 loaeax

winlda1 URL gnuusesnidu 2 daumdndwioluil 1) msg_bus_addr Aefiagved message bus
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v
IS DR

Tpafianaswiudu 127.0.0.1 2) resource Aansnensluszuu message bus oygsliszuy

nMeusnfnsold lnedl 3 nsnensasrelull /namespace, /topic Way /message

- Namespace Order \

Service order

Service nrder |

Se

Service order

b )

3“1/17 3.4 Namespace

/namespace {Wuninensfiutoyares namespace Mamualuszuy og
namespace A8 service name TLAUNGUTBY service FoiReaiu Fsameideuiu message
bus @a3UN 3.4 namespace A¥38luTEONTYN load balance ¥ed service N3
awztlou service Tu namespace 28w URL path /namespace 1ng JSON data #1lglu
miawlsLﬁauﬁgmmuﬁﬂﬁﬂﬂﬁ { namespace: string, contactPoint: string url } &4

o A A v = s a PN

namespace ABRYBVBY namespace NABINITANNLLUBU Wag contactPoint A URL
a ! U h A ay ! =
message bus Tlunsinsandu service Lilalivoyadwunis

/topic \umswennsiinudeya topic uaz service I3 subscribe U topic Tu
J¥UU  N15  subscribe  topic iU message bus Ay URL  path
/{topic_namej}/subscribers 1y topic_name Judeves topic 71 service #9415 subscribe
zlaifin1sdetoya JSON dwsunis subscribe topic

/message (Junsnensnldlunisddoyaiusening service Tngguiuuves
mﬁdﬂ‘i’f’auﬂaﬁ 3 gULLUUéﬁEﬁuﬁa request-response (/regRes), publish-subscribe (/pubSub)
wag notification (/noti) JUwuuteyanldlunisdeansie JSON lnggunuunshinsiedeansves

= a 14 ! . . . Aa
message bus 9NLABNINAIN JULUUNSARRBERA1TIENING service Tu microservices 13l 2
anweuzdfiy (Richardson, 2015) dssialudl 1) sUkuuMsWeusieves client-server iunuy
one-to-one #38 oneto-many 2) anwarnsdsleualluuuu  synchronous  vse
asynchronous lagananvagnisinsedeasiing1dun inliAasliuunisinsedeasny

a = & a A aw & &
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M99 3.1 gUkvUMsARAadeaslaeuvnIuanyalsnIsAnmeFoaT

Synchronous Asynchronous
One-to-one Request/response Notification
One-to-many X Publish/subscribe

NA51998ULAIINNTHREITUUY one-to-many Way synchronous kil

sUnsdatayamsdaazdsulaisdndu Fuilvgsuteyalianunsanavdmadnsnduluds

Y Y

e

'
aa v

dalyllel Wevhanuasaud iliguuuunmsdseyanfanwazuilidululdle Tuvasiguuuy

msfnsiedoansiiulule fdnvuzveanmsivavesdeyaniugui 3.5

subscriber subscriber
<—— request

Q «-n TESpONSE
¢ publisher « «--—— request and

N acknowledge response
N

sender receiver sender receiver

@ ¢ E=0

“—notification
subscriber

request/response publish/subscribe notification

U7 3.5 sUuvumsastoyalussuunisinfodoars

3.1.2 Load balancer
Load balancer \Judusznounivaglunsnszatedeyaluds service log
Y] = N a Y] 1 4 A o = . A &
917 namespace @il service Uszinnigdnueguaty node visesntienila service My
a = v 1 = v dl' [ b4 v < 1 <
yiaeiuagegly namespace ey ehlvimsnszneteyailuluegeninbuas
anunsoneUawedliiusEUUMaeFULUY round-robin Fagnidenudu algorithm ldlunis
n3zedeya sz round-robin tuildnuwaeNieuazsing Wewniianududeus
3.1.3 Messaging
. I3 ' a A v ' .
Messaging  tudiuusenauiigualsaanisdadeyasening  service  lag
protocol L% lunsdeansfie TCP wisnz TCP lalll overhead lunisdadayaiiieiseuiiey
fiu HTTP protocol wagsasfunisdetoyalusuiuy asynchronous ag broadcast ladni
protocol fudendu lnedayasvuuseenugesdiufie header wag body Tu header 9zifiu
Toyamudnuazvensddeya snfegiaudu nsdsdoyauuuilu  synchronous se
asynchronous \Jusiu Tuvaugd body Wudayai service fosn1sadluds service iWhmwne Tu

nsain1sastaLAawUU asynchronous 1l message bus lAsutayaann message bus AuN1
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udazmeunduviuihlasudeyaudiluvnsil synchronous agsedoyanaunduain service
wdsestayanduly
3.1.4 Service discovery
Service discovery \Hudwusznouivimihdamiteguazdeyares service
Tngld serf Wuirdesilelunsdnnisteyaves service 33 serf 14 SWIM protocol 1y
protocol  Tunsdanisaundnuuy  decentralized dsldnaryliudiluunil 2 Tag SWIM

protocol 15131 DHT Protocol 9 Iris Tdlunivesduau hops isedldlunisdsdoya

3.2 JUADUNITTINUVDITEU

[
[y

syuu distributed system aanumsaiUsnantintuiussuuiisielull Buainad
STUUAINTY service Sruuvilsazgruiiandnunluszuu edl service Tuszuuaziinnsdoans
5391114 service wagshauluszeznilaszuvazgnivdsundasidousluieifiumiuaansa s
ThAnnsasunioudly service luvauzfissuu distributed system dleniail service v
nyAinuvse  network gy S?fa%ﬁqmamwuﬁﬂﬁizwqummiﬁwm 70
anunsaifinuldildansaasiduduneunisvanuld 4 Yssandielud
1. Sumeunsidiu service Waluszuu
2. Communication §¥%#174 service
3, Jumaurhnmsswan service luaidu version Tudl
4. Fumeudle service NYANNY
3.2.1 By service inanluszuy
N5EPEANSHILTEUU message bus vawIsEl service Midesmsldszuy
message bus d1ludesamzileuiu message bus wiaufuszy namespace 7i service
fosmsiuteya Lilearanunsndoasiu service Buld Tne3Bnisameidoude service da
HTTP request 1169 message bug lasn1u public API %qmmugﬂLLUUﬂﬁamﬁiaﬁamiﬂaN

5811319 service Aafilananualuund 3.1 Tagdiguuuunisasiaguil 3.6
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Method: PUT
URL: http://{message _bus_address}/namspace
Request body: {
name: {namespace}
contactPoint: {contact_point_path}
}
message_bus_address = URL #l#lun1siiaste message bus Addiu e 127.0.0.1:21001
namespace = 4884 namespace 7 service fiosnasmeilou

contact_point_path = URL 7 message bus %xdﬁ%’ayjawl,ﬁa service gﬂlﬁaﬂf\]’m load

balance TWin1susesianateya

U7 3.6 Uuvumsameileuuy message bus

e service YNN1383nzL8UAU message bus H1UNY public APl 31nTUYY
a9l service discovery WNMTNAIUIMIS service TauualuseuU Mnanluund 3.1 nsgane
¥ . d' a v dll o ] U Y
Toyavres service awmzidou UG message bus Bulusyuu uazvinisdawadwslviny

service lagglaangun 3.7

Node B

New Service

Message bus

Node A

New Service

Message bus

Service discovery

Public API

Node C

New Service

Message bus

Service discovery

Service discovery

FU 3.7 Jumouamzideu service

3.2.2 1in communication 521714 service

3.2.2.1 Request/response

A a

Request/response Luguuuunsindedeasniiaduasysueen

¥ U =

avnilaviiiy Inenisdsdeyaazilunuy synchronous Aedwrzselidiudeyanaunduund

Y Y

avannsaldihauduls  viliiAensUanumsihauvesideseninsedeys  fieg1aves
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gﬂLmesdwﬁmﬁﬁa HTTP Aduguuuunsdeansvesseul intemet Tnemsvhauasindu
asile Maguuazdds HefSurhamiBuan service ifosnsdsdioya azde HTTP request 1t
i public APl 484 message bus TnefisUnuunisdsfasuil 3.8

dlo public APl l#fudeya awmesiede service siavualu
namespace 70 service discovery Lﬁaﬁﬂsﬁayjaﬁiﬂﬂé’ﬂ load balance ivhunthiiden
service Tu namespace ﬁLMM%ﬁM%%’U%%a na991nlA service Wnnean load balance
W public APl 9g3aavalufis messaging module lvidstayaluds service 1Wmung dle
messaging module lasufiosve azdstayaluds service wWhuane wavsemsnaunduves
service Wmine elF3unsneundu szdamadnsnduluds service Midsdoya Muma HTTP

= [ [
response Y9a8kUUNITIVNITVIINIU

Method: PUT
URL: http://{message _bus_address}/message/reqRes/{namespace}

Request body: {message}

message_bus_address = URL #ldlun1sfinsio message bus Andsiu fio 127.0.0.1:21001

namespace = ¥0U83 namespace 7 service fnsnsameiieu

o { o \

message = Teyaifein1sddluds service Moglu namespace Wmng

FU7 3.8 JULUUNITANYaYauuY request/response &1uNN public API

FafFuille message bus 8¢ service Wwnglasudayaanilagds
we azdateyasialuds public API WeRnsalUds service LUWINEn1U contactPoint MilATey
Mlutuseunisamzilou 1e service maunauun public APl azdsuaansnauluds messing

module enaunduiudideda Inedunaun1sinaIures request/response TIVINADE

Gulumaguil 3.9
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Sender
| request
Service A | weseseseeees TESPONSE
‘ Receiver
Service B
Service

ai3
Message bus *I\ Public APT

Service | i
discovery | i | [ balance ;
9i] 6 | 5} T 2

! I ol
| Messaging U ,,,,,,,, — U Messaging ‘
8.6

FU7 3.9 TumaunIv9Iuaed request/response

3.2.2.2 Publish/subscribe
Publish/subscribe L“fJug‘LJLLU‘Umiﬁ'amiﬁé%’ummsaﬁmﬂﬂdmﬁa
sUsuunsdstoyaiduiuy Asynchronous nisdstoyadnzseyide (topic) uniudeya
fsufisvySudoyaiiidonseiudonn agldsudeyalutssinanade feTBisuuasddss

lidesidniu villiliAnmsyndntussrinsfunasids Tasmshauazuiseeniduaosils
#ie publish uae subscribe Tnensvhuiiseasdendsoluil

3.2.2.2.1 Publish

Publish %Lﬁum‘iﬂizma%’agﬂﬂﬁmﬂ namespace fi subscribe
wadefi publisher deloya Publish 5u9nNsds HTTP request Wil public APl wes

message bus segUkUUlugUT 3.10

Method: PUT
URL: http://{message_bus_address}/message/pubSub/{topic_name}

Request body: {message}

message_bus_address = URL #iltlunisfinsia message bus A1siadu Av 127.0.0.1:21001
topic_name = Yav09%1909 service Aaan1s subscribe

message = JoyATIADINITES

U

U 3.10 3UuYUNIT publish Foyasums public API
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g , 4 , g
NUU public APl 3gv8%Y service lu namespace isnUA7

subscribe H9e1agd931n service discovery Lagazanalinu load balance Lieyinnsiden
. A A Y A v yey A . ~ O = 1 Yo
service  Mwnzanluniazsutoyn Welasufiey service 7Rzdwimun  adasaliiiv
messaging module dayanszangludutmaneviavanuuu request and acknowledge

QIJ = [ 1Y [ v a d' Vo ¥ 1 ¥
response  WuRedwloyaluudidmuneneunduriuiideldsutoya  Ineliselviuszanana

Toyaiasaneu Inetuneurianuaduludagun 3.11

Publisher

request
: . weaneenneno TESPONSE
service B | — ——— poquest and
: acknowledge
response

subscribers in tag

3’ o -~ \\\5
Service Load
discovery balance

gil 6
Messaging ]“

U 3.11 Fumauns publish Toya

3.2.2.2.2 Subscribe
Subscribe agtduns subscribe namespace U84 service AUNTD
daalii service ﬁagjﬁlu namespace Wenfufu service #i subscribe Tenalasuteyaves
Fadaiui N3 subscribe 10831310 service @1 HTTP request U public APl %@
message bus \fieve subscribe ﬁﬁaﬁé’mmi%’u%ga Imaﬁgmwumiﬁﬁqgﬂﬁ 3.12 &9

message bus 9Ufia5n15 subscribe nsditadslignasialay publisher

Method: PUT
URL: http://{message _bus_address}/topic/{topic_name}/subscriber

Request body: {}

message_bus_address = URL #lflun1sfinsio message bus Andasiu fio 127.0.0.1:21001

topic_name = Yav09%1909 service Aaan1s subscribe

g?fﬁ 3.12 3UuuunIs subscribe &uN public APl
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e public APl 195U request 90 service uiazdatayalU
service discovery Lﬁaﬂisma%gams subscribe 1U message bus dulusguu We message

bus Buluszuulasudeya nTudNaansnTs subscribe UG service H1uN1 public API

a

AegUR 3.13

Subscriber request
------------ response
Service A
1
5 k L
Message bus,” Public API

all node in cluster

Service
discove

3“1/17 3.13 JuUmOUNIT subscribe

3.2.2.3 Notification

Notification %38 request/asynchronous response LﬂugﬂLLUUﬁﬁrzg

=

daunzgTuagreaenilavilou request/response AnsiuAaR

ez liselvigSuneunduuvilv

[
a

3 Felswazidensanaluil

i sUnnunsvIUYe

Method: PUT
URL: http://{message _bus address}/message/noti/{namespace}

Request body: {message}

message_bus_address = URL #lunsinsie message bus A o 127.0.0.1:21001

topic_name = Yav09M1709 service Aan1s subscribe

v

message = Uayaid

v

B9N"1584

FU7 3.14 3ULUUNITAN request ¥e4 notification
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Service ag@s HTTP request 1U8s public APl 989 message bus lag
fisUnuumsdedasuil 3.14 ifle public AP 163U request azveflegues service Tu
namespace Wamuaan service discovery widasioli load balance dnn1siden service
e antu public APl azi38n messaging module Tvinsdedayaluy request and
response acknowledge U5t message bus ivine Weldunisnaundu szdmadnsns
dsludagaesiumna public API Tuaue?i message bus Whvaneazdeyaluds service Hume

public API Ingld contactPoint ilsiannmauanzideu service Inatunaurisiumdulusagy

a
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Sender : ——  request

: ' response
Service SERER 2 ' —— —— request and
' acknowledge response
: Receiver
Message bus Public API

Service B

Service

Service Load :
discovery balance Public API
il 6 :
8 : 711
Messaging 1= Messaging ‘

51/77 3.15 SumeunTy request {1 notification
3.2.3 JunsusinnINAnN service Tvaiilu version usi

nswasunlas sevice TusAdetutidu annsavinlalnenisaen service
ieenudald service Insidluunmudeguil 3.16 widaifldnssetefio driuduneunainis
Wasy service dnansenuiiuanansiueenly Tnedunounisiasy service anunsavildaos
JULUUAR nan service 1N1oanuadld service Tydidnun wazn1snen service tN1oennouay
M service mimﬁmsasﬂﬁumulmlﬂmsumu 1‘ummuwmmsmaaummmummmﬁa,m
service aammuﬁmmn Fiavmnefavldlumsewan service dudnisiens i
service TMUININBULAITI0BA service 1N ’Jﬁu%ﬁﬂﬁmmﬂm service VLiquUmﬂ L6l
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Namespace

% old service new service

v
U1 3.16 35015803 service lussuy

Tngn1suiy service iiunlussuutiulayadsluund 3.2.1 udy Asiuluunilay

= = . = a . ]
wmﬂﬂa’JUWLWa@ﬂaﬂqiﬂam service 99NINNTLUU UILLINUINN service @3 HTTP request 1U

&4 message bus §1UM"4 public AP lagiiguiuunisdanagy 3.17

Method: DELETE
URL: http://{message_bus_address}/namspace/{namespace}
message bus_address = URL #ildlun1sfinste message bus Adssiu Ao 127.0.0.1:21001

namespace = ¥0U83 namespace 7 service fnsnsameiieu

U7 3.17 3UuyunI08n service 99n9MNTIUY

ile public API AU request azdstayanisnen service 9nINTEUULUT
service discovery Liensgatedayaludayn message bus lusguuiiiavinnisnen service aan

nfoyaves message bus MNUUAAHASNSNAULUSY service Tnetunouduludgun 3.18

i request
Service A - Tesponse
3

5001

Message hus ' Public API
all node in cluster
4i |2 3
Service discovery

U1 3.18 JunouUN1I08N service 99N2INTZUY
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3.2.4 YundULila service BRI
UL message bus Faduesesdlonlddoarsiusening service agflu
sUWUU decentralized 1Azl message bus vanefninthvilouiuaisanawnuiuld
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anduagidu sidekick process ¥ad service &1 message bus usiarfvzsIniulasasendy

=

service discovery @slunuideduilidenld Serf Al SWIM protocol 1uip3esiiondaelunis
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msauteyaresaundniiaumaitosn wazdwoyasealume piggyback message uluiign

NnAAnlasutoyansu AaguN 3.19

piggyhaclxmessage piggyback message

- . /
b O = b/ = b/ =
piggyback
message
One node fail to Node that detect failure Node that got piggyback Eventually failure
respond to send failure with message also send failure node was
periodically ping piggyback message message to other node completely remove

U 3.19 Tumoun1INTIIN service auival
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