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ABSTRACT

The aim of this thesis is to improve and generalize the notion of Banach

contraction mapping and to establish fixed point theorems for new mappings in

spaces of various distances. The main structure of this thesis can be divided into

two parts. In the first part, we extend and improve the condition of contraction

of the results of Jleli et al. (2014) by applying the concept of control functions of

type-K and type-S1. We also present some applications to fixed point results in

partial metric space and demonstrate the existence of solutions to integral equa-

tions. In the second part, we present a new generalization of the main results of

Asadi et al. (2014) under more general contractive conditions in M -metric spaces

by utilizing the control functions of type-S1, type-S2 and weakly α-admissible

mapping. We also prove fixed point theorems for Chatterjea contraction map-

pings in the framework of M -metric spaces. This provides a partial answer to a

question posed by Asadi et al. concerning a fixed point for Chatterjea contraction

mappings. Our results improve, extend, and unify several results from the previ-

ous literature.
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CHAPTER 1

INTRODUCTION

In 1922, Banach [3] proved a theorem which ensures the existence and

uniqueness of the fixed point for self-mappings on metric spaces under appropri-

ate conditions. His result is called the Banach contraction mapping principle or

Banach fixed point theorem.

Theorem 1.0.1 ([3]). Let (X,d) be a complete metric space and T :X →X be a

contraction mapping, i.e., there is k ∈ [0,1) such that

d(Tx,Ty) ≤ kd(x,y) (1.0.1)

for all x,y ∈ X. Then T has a unique fixed point. Moreover, the Picard iteration

{xn}, which is defined by xn = Txn−1 for all n ∈ N, where x0 ∈ X, converges to

the fixed point of T .

Example 1.0.2. Let X = [0,1] be a usual metric space. Define T : X → X by

Tx= x
2 . Then it is easy to see that all the conditions of Theorem 1.0.1 are satisfied

and so T has a unique fixed point in X.

Next, we will give some numerical examples for approximating a unique

fixed point of T in Figure 1.1. The convergence behavior of these iterations is

shown in Figure 1.2.
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x0 0.2000 0.4000 0.6000 0.8000

x1 0.1000 0.2000 0.3000 0.4000

x2 0.0500 0.1000 0.1500 0.2000

x3 0.0250 0.0500 0.0750 0.1000

x4 0.0125 0.0250 0.0375 0.0500

x5 0.0063 0.0125 0.0188 0.0250

x6 0.0031 0.0063 0.0094 0.0125

x7 0.0016 0.0031 0.0047 0.0063

x8 0.0008 0.0016 0.0023 0.0031

x9 0.0004 0.0008 0.0012 0.0016

x10 0.0002 0.0004 0.0006 0.0008

x11 0.0001 0.0002 0.0003 0.0004

x12 0.0000 0.0001 0.0001 0.0002

Figure 1.1: Iterates of Picard iterations in Example 1.0.2
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Figure 1.2: Convergence behavior for Example 1.0.2

The Banach contraction mapping principle guarantees the existence

and uniqueness of the fixed points of nonlinear equations and provides a method

for evaluating these fixed points. This principle is widely used in nonlinear analysis

and has many useful applications and generalizations.
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In fact, the origins of this principle are in the methods for solving

nonlinear differential equations via successive approximations. However, since the

Banach contraction principle is remarkable in its simplicity, a wide range of ap-

plications have been given in very different frameworks. In the last decades, a

number of fixed point results have been obtained in attempts to generalize this

principle. In parallel with the Banach contraction principle, Kannan [7] intro-

duced a new contractive condition and proved the fixed point result for mappings

satisfying this contraction.

Definition 1.0.3 ([7]). Let (X,d) be a metric space. A mapping T : X → X is

called a Kannan mapping if there exists a constant k ∈
[

0, 1
2

)

such that

d(Tx,Ty) ≤ k[d(x,Tx) +d(y,Ty)] for all x,y ∈ X. (1.0.2)

Theorem 1.0.4 ([7]). Let (X,d) be a complete metric space and let T :X →X be a

Kannan mapping. Then T has a unique fixed point. Moreover, the Picard iteration

{xn}, which is defined by xn = Txn−1 for all n ∈ N, where x0 ∈ X, converges to

the fixed point of T .

Like Banach contraction Kannan mapping has a unique fixed points

in a complete metric space. However, unlike the Banach condition, there exist

discontinuous functions satisfying the definition of Kannan type mappings. Also,

we note that Kannan’s fixed point theorem is not an extension of the Banach

contraction principle.

Example 1.0.5 ([7]). Let X = [0,1] be a usual metric space. Define T : X → X

by

Tx=











x
4 , x ∈

[

0, 1
2

)

,

x
5 , x ∈

[

1
2 ,1

]

.

Then it is easy to see that all the conditions of Theorem 1.0.4 are

satisfied for k = 3
8 . So T has a unique fixed point.

Next, we will give some numerical examples for approximating the

unique fixed point of T in Figure 1.3. The convergence behavior of these iterations

is shown in Figure 1.4.
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x0 0.2000 0.4000 0.6000 0.8000

x1 0.0500 0.1000 0.1200 0.1600

x2 0.0125 0.0250 0.0240 0.0320

x3 0.0031 0.0063 0.0048 0.0064

x4 0.0008 0.0016 0.0010 0.0013

x5 0.0002 0.0004 0.0002 0.0003

x6 0.0000 0.0001 0.0000 0.0001

x7 0.0000 0.0000 0.0000 0.0000

x8 0.0000 0.0000 0.0000 0.0000

x9 0.0000 0.0000 0.0000 0.0000

x10 0.0000 0.0000 0.0000 0.0000

Figure 1.3: Iterates of Picard iterations in Example 1.0.2
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Figure 1.4: Convergence behavior for Example 1.0.5

In 1972, Chatterjea [4] introduced a new contractive condition and

proved fixed point theorem for such mappings.

Definition 1.0.6 ([4]). Let (X,d) be a metric space. A mapping T : X → X is

called a Chatterjea mapping if there exists a constant k ∈
[

0, 1
2

)

such that

d(Tx,Ty) ≤ k[d(x,Ty) +d(y,Tx)] for all x,y ∈ X. (1.0.3)
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Theorem 1.0.7 ([4]). Let (X,d) be a complete metric space and let T : X → X

be a Chatterjea mapping. Then T has a unique fixed point. Moreover, the Picard

iteration {xn}, which is defined by xn = Txn−1 for all n ∈ N, where x0 ∈ X,

converges to the fixed point of T .

In 2012, Samet [9] first introduced the concept known as α-admissible

mapping. He also proved the fixed point theorems for nonlinear mappings in

complete metric spaces by using the concept of α-admissibility.

Definition 1.0.8 ([9]). Let T be a self mapping on a nonempty set X and α :

X×X → [0,∞) be a given mapping. We say that T is α-admissible if the following

condition holds:

x,y ∈ X with α(x,y) ≥ 1 =⇒ α(Tx,Ty) ≥ 1.

Example 1.0.9 ([9]). Let X = [0,∞). Define T :X →X and α :X×X → [0,∞)

by

Tx=
√
x

for all x ∈ X and

α(x,y) =











ex−y if x ≥ y,

0 if x < y.

Then T is α-admissible.

Sintunavarat [10] weakened the concept of admissibility of mappings

as follows:

Definition 1.0.10 ([10]). Let T be a self mapping on a nonempty set X and

α : X ×X → [0,∞) be a mapping. We say that T is weakly α-admissible if the

following condition holds:

x ∈ X with α(x,Tx) ≥ 1 =⇒ α(Tx,TTx) ≥ 1.

Remark 1.0.11 ([10]). If T is an α-admissible mapping, then T is also a weakly

α-admissible mapping. In general, the converse of the previous statement is not

true.
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Next, we give a example to show the real generalization of weakly α-

admissibility of mappings. This example shows that T is a weakly α-admissible

mapping, but not an α-admissible mapping.

Example 1.0.12. Let X={1,2,3, ...}. Define T :X →X and α :X×X → [0,∞)

by

α(x,y) =



















2xy2 if x,y ∈ {1,2,3,4},
|x−y|
xy2

otherwise,

and

Tx =







































7 if x= 1,

6 if x= 2,

5 if x= 3,

x if x= 4,5,6, . . . .

It is easy to see that T is not an α-admissible mapping. Indeed, for x = 1,y = 3,

we see that

α(x,y) = α(1,3) = 18 ≥ 1

but

α(Tx,Ty) = α(T1,T3) = α(7,5) =
2

175
< 1.

Next, we show that T is a weakly α-admissible mapping. Suppose that x ∈ X

such that α(x,Tx) ≥ 1. Then we obtain that x= 4. Now we have

α(Tx,TTx) = α(T4,TT4) = α(4,T4) = α(4,4) = 128 ≥ 1.

Therefore, T is a weakly α-admissible mapping.

Recently, Jleli et al. [6] introduced a new concept of ϕ-fixed points and

contractive conditions. This is called the (F,ϕ)-contractive condition. Also, they

proved the existentce of fixed point theorems for some (F,ϕ)-contraction mappings

in metric space.

On the other hand, one of the extensions that has attracted attention

is due to Matthews [8], who introduced in 1994 a Banach contractive mapping in

a new space, which is called a partial metric space. This generalized the concept
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of a metric space in the sense that the distance from a point to itself need not be

equal to zero. Several authors have obtained many useful fixed point results in

these spaces.

Motivated by the notion of partial metrics spaces, Asadi et al. [2] pro-

posed the concept of M -metric spaces, which is a generalization of partial metric

space. They also established the fixed point theorem, which is a generalization of

the Banach and Kannan fixed point theorems.

Theorem 1.0.13 ([2]). Let (X,m) be a complete M-metric space and let T :X →
X be a mapping satisfying the following condition:

∃k ∈ [0,1) such that m(Tx,Ty) ≤ km(x,y) for all x,y ∈ X. (1.0.4)

Then T has a unique fixed point.

Theorem 1.0.14 ([2]). Let (X,m) be a complete M-metric space and let T :X →
X be a mapping satisfying the following condition:

∃k ∈
[

0,
1
2

)

such that m(Tx,Ty) ≤ k[m(x,Tx) +m(y,Ty)] for all x,y ∈X.

(1.0.5)

Then T has a unique fixed point.

They also posed the following open problem.

Open problem 1.0.15 ([2]). Let (X,m) be a complete M-metric space and let

T :X →X be a mapping satisfying the following condition:

∃k ∈
[

0,
1
2

)

such that m(Tx,Ty) ≤ k[m(x,Ty) +m(y,Tx)] for all x,y ∈X.

(1.0.6)

Then T has a unique fixed point.

The main results presented in this thesis are divided into two parts,

and the first part into two sections. The first section presents some new results on

the existence of ϕ-fixed points for new nonlinear mappings in metric spaces, using

control functions of type-K and type-S1. The second section discusses some ap-

plications to fixed point results in partial metric spaces and confirms the existence



8

of a solution for nonlinear integral equations, demonstrating the effectiveness of

the main results.

The second part is also divided into two sections. The first section

presents some fixed point results for new nonlinear mapping in M -metric spaces

using control functions of type-S1 and type-S2 and the concept of weakly α-

admissible mappings. Examples are provided to support our results. Our results

extend and unify the main results of Asadi et al.. The second section presents a

partial answer to a question posed by Asadi et al. concerning a fixed point for

Chatterjea contraction mappings.
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CHAPTER 2

PRELIMINARIES

In this thesis, the latter N, R+ and R denote the set of positive integers,

non-negative real numbers and real numbers, respectively.

2.1 Metric spaces

Definition 2.1.1 ([5]). Let X be a nonempty set. A function d : X ×X → R is

called a metric if it satisfies the following properties:

(d1) d(x,y) ≥ 0 for all x,y ∈X (non-negativity),

(d2) d(x,y) = 0 if and only if x = y (non-degenerated),

(d3) d(x,y) = d(y,x) for all x,y ∈X (symmetry),

(d4) d(x,z) ≤ d(x,y) +d(y,z) for all x,y,z ∈X (triangle inequality).

The ordered pair (X,d), where d is a metric on a nonempty set X, is called a

metric space.

Example 2.1.2 ([5]). Let d : R×R → R+ be defined by

d(x,y) = |x−y|

for all x,y ∈ R. Then d is a metric on R and it is called the usual metric.

Example 2.1.3 ([5]). Let d : Rn ×R
n → R be defined by

d(x,y) =
√

(x1 −y1)2 + (x2 −y2)2 + · · ·+ (xn −yn)2

for all x= (x1,x2, . . . ,xn) ∈ R
n and y = (y1,y2, . . . ,yn) ∈ R

n. Then d is a metric on

R
n and it is called the Euclidean metric.
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Example 2.1.4 ([5]). Let d : Rn ×R
n → R be defined by

d(x,y) = max
1≤i≤n

|xi −yi|

for all x= (x1,x2, . . . ,xn) ∈ R
n and y = (y1,y2, . . . ,yn) ∈ R

n. Then d is a metric on

R
n.

Example 2.1.5 ([5]). Let X be a nonempty set and let d :X×X → R be defined

by

d(x,y) =











0 if x= y,

1 if x 6= y.

Then d is a metric on X and it is called the discrete metric on X.

Definition 2.1.6 ([5]). Let (X,d) be a metric space. For each x ∈ X and each

ε > 0 the open ball with center x and radius ε is denoted by Bε(x) and it is defined

by

Bε(x) = {y ∈ X : d(x,y)< ε}.

Definition 2.1.7 ([5]). Let (X,d) be a metric space. For each x ∈ X and each

ε > 0 define the closed ball with center x and radius ε is denoted by Bε[x] and it

is defined by

Bε[x] = {y ∈X : d(x,y) ≤ ε}.

Definition 2.1.8 ([5]). Let (X,d1) and (Y,d2) be metric spaces. A mapping

T : X → Y is called to be continuous at a point x′ ∈ X if given any ε > 0 there

exists δ > 0 such that

d1(x,x′)< δ =⇒ d2(Tx,Tx′)< ε.

A mapping T is called to be continuous if it is continuous at every point of X.

Definition 2.1.9 ([5]). Let (X,d) be a metric space. A sequence {xn} in X is

called to be convergent to x if for all ε > 0 there exists N ∈ N such that

d(xn,x)< ε for all n≥ N .
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Theorem 2.1.10 ([5]). A sequence {xn} in a metric space (X,d) converges to x

if and only if

d(xn,x) → 0, as n→ ∞.

Definition 2.1.11 ([5]). Let (X,d) be a metric space. A sequence {xn} in X is

called a Cauchy sequence if for all ε > 0 there exists N ∈ N such that

d(xm,xn) < ε for all m,n ≥N .

Theorem 2.1.12 ([5]). Let (X,d) be a metric space. A sequence {xn} in X is a

Cauchy sequence if and only if

d(xm,xn) → 0 as m,n → ∞.

Definition 2.1.13 ([5]). Let (X,d) be a metric space. A metric space X is called

to be complete if every Cauchy sequence in X is convergent to an element of X.

2.2 Partial metric spaces

The notion of a partial metric space was introduced by Matthews [8] in

1994. In fact, a partial metric space is a generalization of metric spaces in which

d(x,x) are no longer necessarily zero.

Definition 2.2.1 ([8]). A mapping p : X ×X → [0,∞), where X is a nonempty

set, is said to be a partial metric (briefly, p-metric) if for any x,y,z ∈ X satisfy

the following conditions:

(p1) p(x,x) = p(y,y) = p(x,y) ⇐⇒ x= y (equality);

(p2) p(x,x) ≤ p(x,y) (small self-distances);

(p3) p(x,y) = p(y,x) (symmetry);

(p4) p(x,y) ≤ p(x,z) +p(z,y) −p(z,z) (triangularity).

The ordered pair (X,p) is also called a partial metric space (briefly, p-metric space).
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Note that a metric is evidently a partial metric. However, a partial

metric on X need not to be a metric on X. Here, we give some examples of a

partial metric which is not a metric.

Example 2.2.2 ([8]). Let X = [0,∞) and the function p : X ×X → [0,∞) be

defined by

p(x,y) = max{x,y}

for all x,y ∈ X. Then p is a partial metric, but if x = y, p(x,y) may not be 0.

Then it is not a metric on X.

Example 2.2.3 ([8]). LetX = (−∞,0] and the function p :X×X → [0,∞) defined

by

p(x,y) = −min{x,y}.

Then p is a partial metric space on X, but if x= y, p(x,y) may not be 0. Then it

is not a metric on X.

Example 2.2.4 ([8]). Let X = {[a,b] : a,b ∈ R and a ≤ b} and the function p :

X×X → [0,∞) defined by

p([a,b], [c,d]) = max{b,d} − min{a,c}.

Then p is a partial metric on X. But it is not metric on X. Indeed, if x= y= [1,2],

then p([1,2], [1,2]) = 1.

Each partial metric p on a nonempty set X generates a T0-topology τp

on X which has the family of open p-ball {Bp(x,ε) : x ∈ X : ε > 0}, where

Bp(x,ε) := {y ∈ X : p(x,y)< p(x,x) + ε},

for all x ∈ X and ε > 0, forms a base of τp.

Next, we will give the concepts of convergence, Cauchy sequence and

completeness in partial metric spaces.

Definition 2.2.5 ([8]). Let (X,p) be a partial metric space.
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• A sequence {xn} ⊂X converges to some x ∈X with respect to p if and only

if lim
n→∞

p(xn,x) = p(x,x).

• A sequence {xn} ⊂X is said to be a Cauchy sequence if and only if lim
n,m→∞

p(xn,xm)

exists and is finite.

• The partial metric space (X,p) is said to be complete if and only if every

Cauchy sequence {xn} inX converges to some x∈X such that lim
n,m→∞

p(xn,xm) =

p(x,x).

Notice that the limit of a sequence in a partial metric space is not

necessarily unique as the following example shows.

Example 2.2.6 ([8]). Let X = [0,∞) and the function p : X ×X → [0,∞) be

defined by

p(x,y) = max{x,y}

for all x,y ∈ X. Consider the sequence {xn} =
{

1 + 1
n

}

in X.

Notice that

lim
n→∞

p(xn,1) = lim
n→∞

max
{

1 + 1
n ,1

}

= lim
n→∞

(

1 + 1
n

)

= 1

and

lim
n→∞

p(xn,2) = lim
n→∞

max
{

1 + 1
n ,2

}

= lim
n→∞

2 = 2.

Moreover, for any a ≥ 1 we have lim
n→∞

p(xn,a) = a.

Remark 2.2.7 ([8]). If p is a partial metric on X, then the function dp :X×X →
[0,∞) defined by

dp(x,y) = 2p(x,y) −p(x,x) −p(y,y), x,y ∈X (2.2.1)

is a metric on X.

Lemma 2.2.8 ([8]). Let (X,p) be a partial metric space. Then
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(i) {xn} is a Cauchy sequence in (X,p) if and only if {xn} is a Cauchy sequence

in the metric space (X,dp).

(ii) The partial metric space (X,p) is complete if and only if the metric space

(X,dp) is complete. Moreover, for each {xn} in X and x ∈X, we have

lim
n→∞

dp(x,xn) = 0 ⇐⇒ p(x,x) = lim
n→∞

p(x,xn) = lim
n,m→∞

p(xn,xm).

2.3 M-metric spaces

Motivated by the notion of partial metric spaces, Asadi et al. [2] pro-

posed the concept of M -metric spaces which is a generalization of partial metric

spaces. They also studied the topology on M -metric spaces.

For a nonempty set X and a function m : X×X → R+, the following

notation are useful in the sequel:

1. mx,y := min{m(x,x),m(y,y)};

2. Mx,y := max{m(x,x),m(y,y)}.

Definition 2.3.1 ([2]). Let X be a nonempty set. A function m : X ×X → R+

is called an m-metric if the following conditions are satisfied for all x,y,z ∈ X :

(m1) m(x,x) =m(y,y) =m(x,y) ⇔ x= y;

(m2) mx,y ≤m(x,y);

(m3) m(x,y) =m(y,x);

(m4) (m(x,y) −mx,y) ≤ (m(x,z) −mx,z) + (m(z,y) −mz,y).

Also, the ordered pair (X,m) is called an M -metric space.

Lemma 2.3.2 ([2]). Every partial metric space is an M-metric space.

From Lemma 2.3.2, we can write the following figure.
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Figure 2.1: Relation between metric space, partial metric space and M -metric

space

Next, we give some examples of m-metrics which are not partial met-

rics.

Example 2.3.3 ([2]). Let X = [0,∞) and a function m :X×X → R+ be defined

by

m(x,y) =
x+y

2

for all x,y ∈ X. Then m is an m-metric on X, but it is not a partial metric.

Example 2.3.4. Let X = {1,2,3} and a function m :X×X → R+ be defined by

m(x,y) =



































































1, x= y = 1,

9, x= y = 2,

5, x= y = 3,

10, x,y ∈ {1,2} and x 6= y,

7, x,y ∈ {1,3} and x 6= y,

8, x,y ∈ {2,3} and x 6= y.

Then m is an m-metric but it is not a partial metric.

Remark 2.3.5 ([2]). For every x,y in M -metric space (X,m), the following as-

sertions hold:

1. 0 ≤Mx,y +mx,y =m(x,x) +m(y,y);
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2. 0 ≤Mx,y −mx,y = |m(x,x) −m(y,y)|;

3. Mx,y −mx,y ≤ (Mx,z −mx,z) + (Mz,y −mz,y).

If m is an m-metric on a nonempty set X, then the function mw,ms :

X×X → R+ which are defined by

mw(x,y) :=m(x,y) − 2mx,y +Mx,y

and

ms(x,y) :=











m(x,y) −mx,y, x 6= y,

0, x= y

are metrics on X.

Remark 2.3.6 ([2]). If m is an m-metric on a nonempty set X, then the following

assertions hold for all x,y ∈ X:

1. |mw(x,y) −m(x,y)| ≤Mx,y;

2. |ms(x,y) −m(x,y)| ≤ Mx,y.

Each m-metric m on nonempty set X generates a T0-topology τm on

X which has the family of open m-ball {Bm(x,ε) : x ∈ X,ε > 0}, where

Bm(x,ε) := {y ∈ X :m(x,y)<mx,y + ε},

for all x ∈ X and ε > 0, form a base of τm.

Next, we will give the concepts of convergence, m-Cauchy sequence

and completeness in M -metric spaces.

Definition 2.3.7 ([2]). Let (X,m) be an M -metric space.

• A sequence {xn} in an M -metric space (X,m) converges to point x ∈ X if

and only if

lim
n→∞

(m(xn,x) −mxn,x) = 0. (2.3.1)
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• A sequence {xn} in an M -metric space (X,m) is called an m-Cauchy se-

quence if

lim
n,m→∞

(m(xn,xm) −mxn,xm
) and lim

n,m→∞
(Mxn,xm

−mxn,xm
) (2.3.2)

exist (and are finite).

• An M -metric space (X,m) is said to be complete if every m-Cauchy sequence

{xn} in X converges, with respect to τm, to a point x ∈X such that

lim
n→∞

(m(xn,x) −mxn,x) = 0 and lim
n→∞

(Mxn,x −mxn,x) = 0.

Lemma 2.3.8 ([2]). Let (X,m) be an m-metric space. Then

1. {xn} is an m-Cauchy sequence in (X,m) if and only if it is a Cauchy se-

quence in the metric space (X,mw).

2. An M-metric space (X,m) is complete if and only if the metric space (X,mw)

is complete. Furthermore, for each {xn} in X and x ∈X, we have

lim
n→∞

mw(xn,x) = 0 ⇐⇒
(

lim
n→∞

(m(xn,x) − mxn,x) = 0 and lim
n→∞

(Mxn,x − mxn,x) = 0
)

.

Likewise the above definition holds also for ms.

Example 2.3.9. Let X = [0,∞) and a function m : X×X → R+ be defined by

m(x,y) =
x+y

2

for all x,y ∈ X. Then (X,m) is a complete M -metric space.

Proof. For x,y ∈ X, we have

mw(x,y) = m(x,y) − 2mx,y +Mx,y

=
x+y

2
− 2min{x,y} + max{x,y}. (2.3.3)

We consider the following two cases.

Case 1 : Suppose that x≥ y. From (2.3.3), we get

mw(x,y) =
x+y

2
− 2y+x =

3
2

|x−y|.
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Case 2 : Suppose that x < y. From (2.3.3), we get

mw(x,y) =
x+y

2
− 2x+y =

3
2

|y−x|.

Now we obtain that mw(x,y) = 3
2 |x− y| for all x,y ∈ X. Since we know that

the closed interval [0,∞) with the usual metric is a complete metric space, thus

(X,mw) is also complete metric space. Using Lemma 2.3.8, we get (X,m) is a

complete M -metric space. This completes the proof.

Lemma 2.3.10 ([2]). Let (X,m) be an M-metric space and {xn},{yn} be se-

quences in X. Assume that xn → x ∈X and yn → y ∈ X as n → ∞. Then

lim
n→∞

(m(xn,yn) −mxn,yn
) =m(x,y) −mx,y.

Lemma 2.3.11 ([2]). Let (X,m) be an M-metric space and {xn} be a sequence

in X. Assume that xn → x ∈X as n → ∞. Then

lim
n→∞

(m(xn,y) −mxn,y) =m(x,y) −mx,y

for all y ∈X.

Lemma 2.3.12 ([2]). Let (X,m) be an M-metric space and {xn} be a sequence

in X. Assume that xn → x ∈X and xn → y ∈X as n→ ∞. Then m(x,y) =mx,y.

Furthermore, if m(x,x) =m(y,y), then x = y.

Lemma 2.3.13 ([2]). Let {xn} be a sequence in an M-metric space (X,m) and

there exists r ∈ [0,1) such that

m(xn+2,xn+1) ≤ rm(xn+1,xn), (2.3.4)

for all n ∈ N. Then the following assertions hold:

(A) lim
n→∞

m(xn+1,xn) = 0;

(B) lim
n→∞

m(xn,xn) = 0;

(C) lim
n,m→∞

mxm,xn
= 0;

(D) {xn} is an m-Cauchy sequence.
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2.4 Fixed points and ϕ-fixed points

Definition 2.4.1. Let X be a nonempty set and let T :X →X be a mapping. A

point x ∈ X such that

Tx = x

is called a fixed point of T .

Example 2.4.2. Let X = R and T :X →X defined by

Tx= 2x− 2

for all x ∈ X. Then 2 is a fixed point of T , because T (2) = 2.

Example 2.4.3. Let X = [0,1] and T :X →X defined by

Tx =











1
2 + 2x, x ∈

[

0, 1
4

)

,

1
2 , x ∈

(

1
4 ,1

]

for all x ∈ X. Then 1
2 is a fixed point of T ,

Example 2.4.4. Let X = R and T :X →X defined by

Tx = 2x2 −x+ 5

for all x ∈ X. Then T has no fixed points.

Let (X,d) be a metric space, ϕ : X → [0,∞) be a given function and

T :X →X be an mapping. We denote the set of all fixed points of T by

FT := {x ∈ X : Tx= x}.

We denote the set of all zeros of the function ϕ by

Zϕ := {x ∈ X : ϕ(x) = 0}.

In 2014, Jleli et al. [6] introduced the concepts of ϕ-fixed points as

follows:
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Definition 2.4.5 ([6]). Let X be a nonempty set and ϕ : X → [0,∞) be a given

function. An element z ∈X is called a ϕ-fixed point of the mapping T :X →X if

and only if z is a fixed point of T and ϕ(z) = 0.

Example 2.4.6. Let X = [1,∞), a mapping T :X →X be defined by

Tx= x2 −x+ 1,

and a function ϕ :X → [0,∞) defined by

ϕ(x) = lnx

for all x ∈ X. Then 1 is a ϕ-fixed point of T .

Example 2.4.7. Let k ∈ [0,2), X = [0,∞), a mapping T :X →X be defined by

Tx = (4 −k2)x

for all x ∈ X and a function ϕ :X → [0,∞) defined by

ϕ(x) =











x
3 , x ≤ 4,

x2+2k+1
2x2 , x ≥ 4.

Then 0 is a ϕ-fixed point of T .

Example 2.4.8. Let X = [0,∞), a mapping T :X →X be defined by

Tx = 2x2 − 6x+ 6,

for all x ∈ X and a function ϕ :X → [0,∞) be defined by

ϕ(x) =











x, x ∈ [0,3),

0, x ∈ [3,∞).

Then 3
2 and 2 are fixed points of T , but not ϕ-fixed points of T .

They also introduced the ideas of ϕ-Picard mappings and weakly ϕ-

Picard mappings as follows:

Definition 2.4.9 ([6]). Let (X,d) be a metric space and ϕ :X → [0,∞) be a given

function. A mapping T :X →X is called a ϕ-Picard mapping if and only if
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(i) FT ∩Zϕ = {z}, where z ∈X,

(ii) T nx → z as n → ∞, for each x ∈X.

Definition 2.4.10 ([6]). Let (X,d) be a metric space and ϕ : X → [0,∞) be a

given function. We say that the mapping T :X →X is a weakly ϕ-Picard mapping

if and only if

(i) T has at least one ϕ-fixed point,

(ii) the sequence {T nx} converges for each x ∈ X, and the limit is a ϕ-fixed

point of T .
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CHAPTER 3

FIXED POINT AND ϕ-FIXED POINT RESULTS IN

METRIC SPACES

3.1 Overview

Recently, in 2014, Jleli et al. introduced the new concept of control

function F : [0,∞)3 → [0,∞) satisfies the following conditions:

(F1) max{a,b} ≤ F (a,b,c), for all a,b,c ∈ [0,∞);

(F2) F (0,0,0) = 0;

(F3) F is continuous.

Throughout this thesis unless otherwise specified, the class of all func-

tions satisfying the conditions (F1)-(F3) is denoted by F .

Example 3.1.1 ([6]). Let F1,F2,F3 : [0,∞)3 → [0,∞) be defined by

F1(a,b,c) = a+ b+ c,

F2(a,b,c) = max{a,b} + c,

F3(a,b,c) = a+a2 + b+ c

for all a,b,c ∈ [0,∞). Then F1,F2,F3 ∈ F .

By using the control function in F , Jleli et al. [6] defined the new

contractive conditions and proved the ϕ-fixed point results as follows:

Definition 3.1.2 ([6]). Let (X,d) be a metric space, ϕ : X → [0,∞) be a given

function and F ∈ F . We say that the mapping T :X →X is an (F,ϕ)-contraction

with respect to the metric d if and only if there is k ∈ (0,1) such that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ kF (d(x,y),ϕ(x),ϕ(y)) (3.1.1)

for all x,y ∈ X.
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Definition 3.1.3 ([6]). Let (X,d) be a metric space, ϕ : X → [0,∞) be a given

function, and F ∈ F . We say that the operator T : X → X is a graphic (F,ϕ)-

contraction with respect to the metric d if and only if there is k ∈ (0,1) such

that

F (d(T 2x,Tx),ϕ(T 2x),ϕ(Tx)) ≤ kF (d(Tx,x),ϕ(Tx),ϕ(x)) (3.1.2)

for all x ∈ X.

Definition 3.1.4 ([6]). Let (X,d) be a metric space, ϕ : X → [0,∞) be a given

function, and F ∈ F . We say that the mapping T : X → X is an (F,ϕ)-weak

contraction with respect to the metric d if and only if there are k ∈ (0,1) and

L ≥ 0 such that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ kF (d(x,y),ϕ(x),ϕ(y))

+L[F (d(y,Tx),ϕ(y),ϕ(Tx))

−F (0,ϕ(y),ϕ(Tx))] (3.1.3)

for all x,y ∈ X.

Theorem 3.1.5 ([6]). Let (X,d) be a complete metric space, ϕ :X → [0,∞) be a

given function and F ∈ F . Suppose that the following conditions hold:

(H1) ϕ is lower semi-continuous, i.e, if for any sequence {xn} ⊂X with xn → x ∈
X implies that ϕ(x) ≤ liminf

n→∞
ϕ(xn);

(H2) T :X →X is an (F,ϕ)-contraction with respect to the metric d.

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a ϕ-Picard mapping;

(iii) for all x ∈ X and for all n ∈ N, we have

d(T nx,z) ≤ kn

1−kF (d(Tx,x),ϕ(Tx),ϕ(x)),
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where {z} ∈ FT ∩Zϕ = FT .

Theorem 3.1.6 ([6]). Let (X,d) be a complete metric space, ϕ :X → [0,∞) be a

given function and F ∈ F . Suppose that the following conditions hold:

(H1) ϕ is lower semi-continuous;

(H2) T :X →X is a graphic (F,ϕ)-contraction with respect to the metric d;

(H3) T is continuous.

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a weakly ϕ-Picard mapping;

(iii) for all x ∈ X, if T nx → z as n→ ∞, then

d(T nx,z) ≤ kn

1−k
F (d(Tx,x),ϕ(Tx),ϕ(x)), n ∈ N.

Theorem 3.1.7 ([6]). Let (X,d) be a metric space, ϕ : X → [0,∞) be a given

function, and F ∈ F . Suppose that the following conditions hold:

(H1) ϕ is lower semi-continuous;

(H2) T :X →X is an (F,ϕ)-weak contraction with respect to the metric d;

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a weakly ϕ-Picard mapping;

(iii) for all x ∈ X, if T nx → z as n→ ∞, then

d(T nx,z) ≤ kn

1−k
F (d(x,Tx),ϕ(x),ϕ(Tx)).
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In Chapter 3 we introduce the concept of generalized (F,ϕ)-contraction

mapping in metric spaces and establish ϕ-fixed point results for such mappings.

The presented theorems extend and generalize the ϕ-fixed point results of Jleli et

al. [6]. We also show that the fixed point theorem on partial metric spaces can be

applied to our main results on metric spaces and investigate the problem of the

existence of solutions to integral and differential equations.

3.2 Fixed point and ϕ-fixed point results by using a control function

type-K

Let J be the set of all functions θ : [0,∞) → [0,∞) satisfying the fol-

lowing conditions:

(j1) θ is a nondecreasing function, i.e., t1 < t2 implies θ(t1) ≤ θ(t2);

(j2) θ is continuous;

(j3) lim
n→∞

θn(t) = 0 for all t ∈ (0,∞);

(j4)
∞
∑

n=0
θn(t)<∞ for all t > 0.

Lemma 3.2.1. If θ ∈ J , then θ(t)< t for all t > 0.

Proof. Assume that θ(t) ≥ t for some t > 0. From (j1), we get θn(t) ≥ t. Taking

limit as n→ ∞, we get t = 0, which is a contradiction.

Remark 3.2.2. From (j1) and Lemma 3.2.1, we have θ(0) = 0. Indeed, if we take

tn = 1
n for all n ∈ N, we obtain that 0 ≤ θ(tn) < 1

n for all n ∈ N. It yields that

0 ≤ lim
n→∞

θ(tn) = θ(0) ≤ 0 and hence θ(0) = 0.

Example 3.2.3. The function θ : [0,∞) → [0,∞) defined by

θ(t) =











0, 0 ≤ t ≤ 1,

k ln t, t≥ 1,

where k ∈ [0,1), belongs to J . The graph of θ for some case is given in Figure 3.1.
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Figure 3.1: The graph of θ for k = 0.3,0.5,0.7,0.9.

Here we define the new contractive condition in metric spaces as fol-

lows:

Definition 3.2.4. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function,

F ∈ F and θ ∈ J . The mapping T : X → X is said to be an (F,ϕ,θ)-contraction

with respect to the metric d if and only if

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ θ(F (d(x,y),ϕ(x),ϕ(y))) (3.2.1)

for all x,y ∈ X.

Now we give the existence of ϕ-fixed point results for (F,ϕ,θ)-contraction

mappings, which is the first main result in this work.

Theorem 3.2.5. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function,

F ∈ F and θ ∈ J . Assume that the following conditions are satisfied:

(H1) ϕ is lower semi-continuous;

(H2) T :X →X is an (F,ϕ,θ)-contraction with respect to the metric d.

Then the following assertions hold:

(i) FT ⊆ Zϕ;
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(ii) T is a ϕ-Picard mapping.

Proof. (i) Suppose that ξ ∈ FT . Applying (3.2.1) with x = y = ξ, we get

F (0,ϕ(ξ),ϕ(ξ)) ≤ θ(F (0,ϕ(ξ),ϕ(ξ))).

By Lemma 3.2.1, we obtain that

F (0,ϕ(ξ),ϕ(ξ)) = 0. (3.2.2)

From (F1), we have

ϕ(ξ) ≤ F (0,ϕ(ξ),ϕ(ξ)). (3.2.3)

Using (3.2.2) and (3.2.3), we get ϕ(ξ) = 0 and then ξ ∈ Zϕ. This means that

FT ⊆ Zϕ.

(ii) We assume that x ∈X is an arbitrary point. Using (3.2.1), we have

F (d(Tn+1x,Tnx),ϕ(Tn+1x),ϕ(Tnx)) ≤ θ(F (d(T nx,Tn−1x),ϕ(Tnx),ϕ(Tn−1x)))

for all n ∈ N. By induction, for each n ∈ N, we get

F (d(Tn+1x,Tnx),ϕ(Tn+1x),ϕ(Tnx)) ≤ θn(F (d(Tx,x),ϕ(Tx),ϕ(x))),

which implies by property (F1) that

max{d(T n+1x,Tnx),ϕ(Tn+1x)} ≤ F (d(T n+1x,Tnx),ϕ(Tn+1x),ϕ(Tnx))

≤ θn(F (d(Tx,x),ϕ(Tx),ϕ(x))) (3.2.4)

for all n ∈ N. From (3.2.4), we have

d(Tn+1x,Tnx) ≤ θn(F (d(Tx,x),ϕ(Tx),ϕ(x)))

for all n ∈ N.
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Now, we claim that {T nx} is a Cauchy sequence. Suppose that m,n ∈ N such that

m> n. By using the triangle inequality, we get

d(Tnx,Tmx) ≤ d(Tnx,Tn+1x) +d(Tn+1x,Tn+2x) + · · ·+d(Tm−1x,Tmx)

= θn(F (d(Tx,x),ϕ(Tx),ϕ(x))) + θn+1(F (d(Tx,x),ϕ(Tx),ϕ(x)))

+ · · · + θm−1(F (d(Tx,x),ϕ(Tx),ϕ(x)))

=
m−1
∑

i=1

θi(F (d(Tx,x),ϕ(Tx),ϕ(x)))

−
n−1
∑

k=1

θk(F (d(Tx,x),ϕ(Tx),ϕ(x))). (3.2.5)

From the above inequality and (j4), we get lim
m,n→∞

d(Tnx,Tmx) = 0, which implies

that {Tnx} is a Cauchy sequence. Since (X,d) is complete, there is some z ∈ X

such that

lim
n→∞

d(Tnx,z) = 0. (3.2.6)

Next, we need to verify that z is a ϕ-fixed point of T . Observe that from (3.2.4),

we get

ϕ(Tn+1x) ≤ θn(F (d(Tx,x),ϕ(Tx),ϕ(x))).

Letting n → ∞ in the above inequality, by (j3), we get

lim
n→∞

ϕ(Tn+1x) = 0. (3.2.7)

From hypothesis (H1), and conditions (3.2.6) and (3.2.7), we have

ϕ(z) ≤ liminf
n→∞

ϕ(Tn+1x) = 0. (3.2.8)

From (3.2.1), we have

F (d(Tn+1x,Tz),ϕ(T n+1x),ϕ(Tz)) ≤ θ(F (d(T nx,z),ϕ(T nx),ϕ(z))).

Letting n→ ∞ in the above inequality, using (3.2.6), (3.2.7), (3.2.8), (F2), and the

continuity of F , we get
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F (d(z,Tz),0,ϕ(Tz)) ≤ θ(F (0,0,0)) = 0,

which implies from condition (F1) that

d(z,Tz) = 0. (3.2.9)

It follows from (3.2.8) and (3.2.9) that z is a ϕ-fixed point of T .

To verify that z is a unique ϕ-fixed point we note that z ′ be another ϕ-fixed point

of T . Applying (3.2.1) with x = z and y = z ′, we obtain

F (d(z,z′),0,0) ≤ θ(F (d(z,z′),0,0)).

By Lemma 3.2.1, we obtain that F (d(z,z ′),0,0) = 0 and hence d(z,z′) = 0, that is,

z = z′. This implies that the ϕ-fixed point is unique. So T is a ϕ-Picard mapping.

Next, we give some examples to illustrate Theorem 3.2.5 and also give

some numerical results.

Example 3.2.6. Let X = [0,3] and d :X×X → R be defined by d(x,y) = |x−y|
for all x,y ∈X. Then (X,d) is a complete metric space. Assume that T :X →X

is defined by

Tx=











0, 0 ≤ x < 2.5,

k ln(x
2 ), 2.5 ≤ x ≤ 3,

where k ∈ [0,1), the function ϕ :X → [0,∞) is defined by ϕ(x) = x for all x ∈ X,

the function F : [0,∞)3 → [0,∞) is defined by F (a,b,c) = a+b+c and the function

θ : [0,∞) → [0,∞) is defined by

θ(t) =











0, 0 ≤ t ≤ 1,

k ln t, t≥ 1.

It is easy to see that F ∈ F , θ ∈ J and ϕ is lower semi-continuous.

Next we will show that T is an (F,ϕ,θ)-contraction mapping. Suppose

that x,y ∈ X. We will divide the proof into three cases.
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Case 1: Assume that x,y ∈ [0,2.5). Then the claim is obvious.

Case 2: Assume that x,y ∈ [2.5,3]. Without loss of generality, we may suppose

that x ≥ y. Then we obtain that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

=
∣

∣

∣

∣

k ln
(

x

2

)

−k ln
(

y

2

)∣

∣

∣

∣

+k ln
(

x

2

)

+k ln
(

y

2

)

≤ 2k ln
(3

2

)

< k ln(5)

≤ k ln(d(x,y) +ϕ(x) +ϕ(y))

= k ln(F (d(x,y),ϕ(x),ϕ(y)))

= θ(F (d(x,y),ϕ(x),ϕ(y))).

Case 3: Assume that (x,y) ∈ [0,2.5) × [2.5,3] ∪ [2.5,3] × [0,2.5). Without loss of

generality, we may suppose that x ∈ [2.5,3] and y ∈ [0,2.5). Then we obtain

that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

=
∣

∣

∣

∣

k ln
(

x

2

)

− 0
∣

∣

∣

∣

+k ln
(

x

2

)

+ 0

≤ 2k ln
(3

2

)

≤ k ln(2.5)

≤ k ln(d(x,y) +ϕ(x) +ϕ(y))

= k ln(F (d(x,y),ϕ(x),ϕ(y)))

≤ θ(F (d(x,y),ϕ(x),ϕ(y))).

This shows that all conditions of Theorem 3.2.5 are satisfied and so T has a ϕ-fixed

point in X. In this case, a unique ϕ-fixed point of T is a point 0.

We can see some numerical experiments for approximate the ϕ-fixed

point of T in Figure 3.2. Furthermore, the convergence behavior of these iteration

is shown in Figure 3.3.
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Iterate for k = 0.5 x0 = 2.4 x0 = 2.6 x0 = 2.8 x0 = 3

x1 0.09116 0.13118 0.16823 0.20273

x2 0.00000 0.00000 0.00000 0.00000

x3 0.00000 0.00000 0.00000 0.00000

x4 0.00000 0.00000 0.00000 0.00000

x5 0.00000 0.00000 0.00000 0.00000
...

...
...

...
...

Iterate for k = 0.9 x0 = 2.4 x0 = 2.6 x0 = 2.8 x0 = 3

x1 0.16409 0.23612 0.30282 0.36492

x2 0.00000 0.00000 0.00000 0.00000

x3 0.00000 0.00000 0.00000 0.00000

x4 0.00000 0.00000 0.00000 0.00000

x5 0.00000 0.00000 0.00000 0.00000
...

...
...

...
...

Figure 3.2: Iterates of Picard iterations
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Figure 3.3: Convergence behavior for Example 3.2.6

Example 3.2.7. Let X = [0,1] and d :X×X → R be defined by d(x,y) = |x−y|
for all x,y ∈X. Then (X,d) is a complete metric space. Assume that T :X →X

is defined by

Tx=
kx2

2

where k ∈ [0,1), the function ϕ :X → [0,∞) is defined by ϕ(x) = x for all x ∈ X,

the function F : [0,∞)3 → [0,∞) is defined by F (a,b,c) = a+b+c and the function

θ : [0,∞) → [0,∞) is defined by θ(t) = kt for all t ∈ [0,∞). It is easy to see that

F ∈ F , θ ∈ J and ϕ is lower semi-continuous.

Next we will show that T is (F,ϕ,θ)-contraction mapping. Suppose



33

that x,y ∈ X, we get

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

=
k

2
|x2 −y2| +

kx2

2
+
ky2

2

=
k

2
|x+y||x−y| +

kx2

2
+
ky2

2

= k

(

|x+y||x−y|
2

+
x2

2
+
y2

2

)

≤ k(|x−y| +x+y)

= k(d(x,y) +ϕ(x) +ϕ(y))

= k(F (d(x,y),ϕ(x),ϕ(y)))

= θ(F (d(x,y),ϕ(x),ϕ(y))).

This shows that all conditions of Theorem 3.2.5 are satisfied and so T has a ϕ-fixed

point in X. In this case, a unique ϕ-fixed point of T is a point 0.

We can see some numerical experiments for approximate the ϕ-fixed

point of T in Figure 3.4. Furthermore, the convergence behavior of these iteration

is shown in Figure 3.5.
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Iterate for k = 0.5 x0 = 0.2 x0 = 0.4 x0 = 0.6 x0 = 0.8

x1 0.010000 0.040000 0.090000 0.160000

x2 0.000025 0.000400 0.002025 0.006400

x3 0.000000 0.000000 0.000001 0.000010

x4 0.000000 0.000000 0.000000 0.000000

x5 0.000000 0.000000 0.000000 0.000000
...

...
...

...
...

Iterate for k = 0.9 x0 = 0.2 x0 = 0.4 x0 = 0.6 x0 = 0.8

x1 0.018000 0.072000 0.162000 0.288000

x2 0.000146 0.002333 0.011810 0.037325

x3 0.000000 0.000002 0.000063 0.000627

x4 0.000000 0.000000 0.000000 0.000000

x5 0.000000 0.000000 0.000000 0.000000
...

...
...

...
...

Figure 3.4: Iterates of Picard iterations
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Figure 3.5: Convergence behavior for Example 3.2.7

Next we extend the contractive condition (3.1.3) and prove the second

main result in this work.

Definition 3.2.8. Let (X,d) be a metric space, ϕ : X → [0,∞) be a given func-

tion, F ∈ F and θ ∈ J . The mapping T : X → X is said to be an (F,ϕ,θ)-weak

contraction with respect to the metric d if and only if

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ θ(F (d(x,y),ϕ(x),ϕ(y)))

+L[F (N(x,y),ϕ(y),ϕ(Tx))

−F (0,ϕ(y),ϕ(Tx))] (3.2.10)

for all x,y ∈ X, where N(x,y) := min{d(x,Tx),d(y,Ty),d(y,Tx)} and L≥ 0.

Theorem 3.2.9. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function,

F ∈ F and θ ∈ J . Assume that the following conditions are satisfied:
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(H1) ϕ is lower semi-continuous;

(H2) T :X →X is an (F,ϕ,θ)-weak contraction with respect to the metric d.

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a weakly ϕ-Picard mapping.

Proof. (i) Suppose that ξ ∈ X is a fixed point of T . Applying (3.2.10) with

x= y = ξ, we get

F (0,ϕ(ξ),ϕ(ξ)) ≤ θ(F (0,ϕ(ξ),ϕ(ξ)))

+L[F (0,ϕ(ξ),ϕ(ξ)) −F (0,ϕ(ξ),ϕ(ξ))]

= θ(F (0,ϕ(ξ),ϕ(ξ))).

From Lemma 3.2.1, which implies that

F (0,ϕ(ξ),ϕ(ξ)) = 0. (3.2.11)

From (F1), we have

ϕ(ξ) ≤ F (0,ϕ(ξ),ϕ(ξ)). (3.2.12)

Using (3.2.11) and (3.2.12), we obtain that ϕ(ξ) = 0, Then FT ⊆ Zϕ.

(ii) We assume that x ∈X be an arbitrary point. Using (3.2.10), we have

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ θ(F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x)))

+L[F (0,ϕ(T nx),ϕ(T n+1x))

−F (0,ϕ(T nx),ϕ(T n+1x))]

= θ(F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x)))

for all n ∈ N. Repeating this process, for each n ∈ N, we get

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ θn(F (d(Tx,x),ϕ(Tx),ϕ(x))).
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The rest of the proof follows using similar argument to proof of Theorem 3.2.5.

Remark 3.2.10. If we take θ(t) := kt for all t ∈ [0,∞), where k ∈ [0,1), then

Theorem 3.2.5 and Theorem 3.2.9 reduce to Theorem 3.1.5 and Theorem 3.1.7,

respectively. Based on the previous fact, our main results can be considered as a

new contribution.

3.3 Fixed point and ϕ-fixed point results by using a control function

type-S1

Motivated and inspired by recently results of Jleli et al. and control

function of Sintunavarat, we introduce new contractive condition for nonlinear

mappings by using the ideas of ϕ-fixed point results and control function type-S1.

Let X be a nonempty set and T :X →X be a given mapping. Through-

out this thesis, we denote Λ1
T is the class of all functions of type-S1, that is,

λ :X → [0,1) satisfying λ(Tx) ≤ λ(x) for all x ∈ X.

Definition 3.3.1. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function

and F ∈ F . We say that the mapping T :X → X is an (F,ϕ,λ)-contraction with

respect to the metric d if and only if there exists a function λ ∈ Λ1
T such that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ λ(x)F (d(x,y),ϕ(x),ϕ(y)) (3.3.1)

for all x,y ∈ X.

Theorem 3.3.2. Let (X,d) be a complete metric space, ϕ :X → [0,∞) be a lower

semi-continuous function, and F ∈ F . Assume that T : X → X is an (F,ϕ,λ)-

contraction with respect to the metric d. Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a ϕ-Picard mapping;

(iii) for all x ∈ X and for all n ∈ N, we have
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d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)),

where {z} ∈ FT ∩Zϕ = FT .

Proof. First, we will prove that FT ⊆ Zϕ. Let ξ ∈ FT . Applying (3.3.1) with

x = y = ξ, we get

F (0,ϕ(ξ),ϕ(ξ)) ≤ λ(ξ)F (0,ϕ(ξ),ϕ(ξ)).

We obtain that

F (0,ϕ(ξ),ϕ(ξ)) = 0. (3.3.2)

From (F1), we have

ϕ(ξ) ≤ F (0,ϕ(ξ),ϕ(ξ)). (3.3.3)

Using (3.3.2) and (3.3.3), we get ϕ(ξ) = 0 and then ξ ∈ Zϕ.

Next, we will show that T is a ϕ-Picard mapping. Let x ∈ X be an arbitrary

point. Using (3.3.1), we have

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(T nx)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

(3.3.4)

for all n ∈ N. Since λ ∈ Λ1
T , the relation (3.3.4) implies that

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(x)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

for all n ∈ N. By induction, for each n ∈ N, we get

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)),

which implies by property (F1) that

max{d(T n+1x,T nx),ϕ(T n+1x)} ≤ F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)) (3.3.5)

for all n ∈ N. From (3.3.5), we have

d(T n+1x,T nx) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)).
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Now, we show that {T nx} is a Cauchy sequence. Suppose that m,n ∈ N such that

m> n. By using the triangle inequality, we get

d(T nx,Tmx) ≤ d(T nx,T n+1x) +d(T n+1x,T n+2x) + · · ·+d(Tm−1x,Tmx)

= [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x))

+[λ(x)]n+1F (d(Tx,x),ϕ(Tx),ϕ(x))

+ . . .+ [λ(x)]m−1F (d(Tx,x),ϕ(Tx),ϕ(x))

≤ [λ(x)]n

1 −λ(x)
F (d(Tx,x),ϕ(Tx),ϕ(x)). (3.3.6)

Letting n→ ∞ in the above inequality, we get lim
m,n→∞

d(T nx,Tmx) = 0 since λ(x) ∈
[0,1). This yields that {T nx} is a Cauchy sequence. Since (X,d) is complete, there

is z ∈ X such that

lim
n→∞

d(T nx,z) = 0. (3.3.7)

Next, we need to verify that z is a ϕ-fixed point of T . Observe that from (3.3.5),

we get

ϕ(T n+1x) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)).

Letting n→ ∞ in the above inequality, we get

lim
n→∞

ϕ(T n+1x) = 0. (3.3.8)

From hypothesis (H1), and conditions (3.3.7) and (3.3.8), we have

ϕ(z) ≤ liminf
n→∞

ϕ(T n+1x) = 0. (3.3.9)

Using (3.3.1), we have

F (d(T n+1x,Tz),ϕ(T n+1x),ϕ(Tz)) ≤ λ(T nx)F (d(T nx,z),ϕ(T nx),ϕ(z))

≤ λ(T n−1x)F (d(T nx,z),ϕ(T nx),ϕ(z))
...

≤ λ(x)F (d(T nx,z),ϕ(T nx),ϕ(z)).

Letting n → ∞ in the above inequality, using (3.3.7), (3.3.8), (3.3.9), (F2), and

the continuity of F , we get
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F (d(z,T z),0,ϕ(Tz)) ≤ λ(x)F (0,0,0) = 0,

which implies from condition (F1) that

d(z,T z) = 0. (3.3.10)

It follows from (3.3.9) and (3.3.10) that z is a ϕ-fixed point of T .

To verify that z is a unique ϕ-fixed point we note that z′ be another ϕ-fixed point

of T . Applying (3.3.1) with x = z and y = z′, we obtain

F (d(z,z′),0,0) ≤ λ(z)F (d(z,z′),0,0),

which implies that F (d(z,z′),0,0) = 0 and hence d(z,z′) = 0, that is, z = z′. This

implies that the ϕ-fixed point is unique. This completes the proof.

Now, we give some example to support validity of above Theorem.

Example 3.3.3. Let X = [0,∞) and d :X×X →R be defined by d(x,y) = |x−y|
for all x,y ∈X. Then (X,d) is a complete metric space. Assume that T :X →X,

ϕ :X → [0,∞), F : [0,∞)3 → [0,∞) and λ :X → [0,1) are defined by

Tx=











0, 0 ≤ x < 2,

1
x , x ≥ 2,

ϕ(x) = x for all x ∈ X,

F (a,b,c) = a+ b+ c for all a,b,c ∈ [0,∞),

λ(x) = max
{

x

1 +x
,
3
4

}

for all x ∈ X.

It is easy to see that F ∈ F and ϕ is lower semi-continuous. Here, we will show

that λ ∈ Λ1
T . For this, we distinguish the following cases:

Case 1: If x ∈ [0,2), then we have Tx = 0. It follows that λ(Tx) = 3
4 = λ(x).
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Case 2: If x ∈ [2,∞), then we have Tx = 1
x
. It follows that

λ(Tx) = max

{ 1
x

1 + 1
x

,
3
4

}

= max
{ 1

1 +x
,
3
4

}

≤ max
{

x

1 +x
,
3
4

}

= λ(x).

Next we will show that T is (F,ϕ,λ)-contraction mapping. Suppose that x,y ∈X.

We will divide the proof into four cases.

Case 1: If x,y ∈ [0,2), the claim is obvious.

Case 2: If x,y ∈ [2,∞), we get

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

=

∣

∣

∣

∣

∣

1
x

− 1
y

∣

∣

∣

∣

∣

+
1
x

+
1
y

=

∣

∣

∣

∣

∣

x−y

xy

∣

∣

∣

∣

∣

+
1
x

+
1
y

≤ |x−y|
4

+
1
x

+
1
y

≤ 3
4

|x−y| +
x

2
+
y

2

≤ 3
4

(|x−y| +x+y)

≤ λ(x)F (d(x,y),ϕ(x),ϕ(y)).

Case 3: If x ∈ [0,2) and y ∈ [2,∞), we get

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

= d

(

0,
1
y

)

+ϕ(0) +ϕ

(

1
y

)

=
2
y

≤ y

2

≤ 3
2

(2y−x)

=
3
4

((y−x) + 0 +y)

= λ(x)F (d(x,y),ϕ(x),ϕ(y)).



42

Case 4: If x ∈ [2,∞) and y ∈ [0,2), we get

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) = d(Tx,Ty) +ϕ(Tx) +ϕ(Ty)

= d

(1
x
,0
)

+ϕ(Tx) +ϕ(0)

≤ x

2

≤ 3
4

(2x−y)

=
3
4

((x−y) +x+ 0)

= λ(x)F (d(x,y),ϕ(x),ϕ(y)).

Then all conditions of Theorem 3.3.2 are satisfied and so T has a ϕ-fixed point in

X.

Remark 3.3.4. It is well-known that the Banach contraction mapping is continu-

ous. So the discontinuous mapping is not Banach contraction mapping. Note that

T in above example is not continuous and thus the Banach contraction mapping

principle can not be applied in this case.

Definition 3.3.5. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function

and F ∈ F . We say that the mapping T :X →X is a graphic (F,ϕ,λ)-contraction

with respect to the metric d if and only if there exists a function λ ∈ Λ1
T such that

F (d(T 2x,Tx),ϕ(T 2x),ϕ(Tx)) ≤ λ(x)F (d(Tx,x),ϕ(Tx),ϕ(x)) (3.3.11)

for all x ∈ X.

Theorem 3.3.6. Let (X,d) be a complete metric space, ϕ : X → [0,∞) be a

lower semi-continuous function, and F ∈ F . Assume that T :X →X is a graphic

(F,ϕ,λ)-contraction with respect to the metric d and T is continuous. Then the

following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T :X →X is a weakly ϕ-Picard mapping;

(iii) for all x ∈ X, if T nx → z as n→ ∞, then
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d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)), for all n ∈ N.

Proof. First, we will prove that FT ⊆ Zϕ. Let ξ ∈ FT . Applying (3.3.11) with

x = ξ, we get

F (0,ϕ(ξ),ϕ(ξ)) ≤ λ(ξ)F (0,ϕ(ξ),ϕ(ξ)).

This implies that

F (0,ϕ(ξ),ϕ(ξ)) = 0. (3.3.12)

From (F1), we have

ϕ(ξ) ≤ F (0,ϕ(ξ),ϕ(ξ)). (3.3.13)

Using (3.3.12) and (3.3.13), we obtain ϕ(ξ) = 0, which prove (i).

Next, we will show that T is a weakly ϕ-Picard mapping. Let x∈X be an arbitrary

point. Using (3.3.11), we have

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(T nx)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

(3.3.14)

for all n ∈ N. Since λ ∈ Λ1
T , the relation (3.3.14) implies that

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(x)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

for all n ∈ N. By induction, for each n ∈ N, we get

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)),

which implies by property (F1) that

max{d(T n+1x,T nx),ϕ(T n+1x)} ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x))

for all n ∈ N. This yields that

d(T n+1x,T nx) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x))

for all n ∈ N. Now, we show that {T nx} is a Cauchy sequence. Suppose that
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m,n ∈ N such that m> n. By using the triangle inequality, we get

d(T nx,Tmx) ≤ d(T nx,T n+1x) +d(T n+1x,T n+2x) + · · ·+d(Tm−1x,Tmx)

= [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x))

+[λ(x)]n+1F (d(Tx,x),ϕ(Tx),ϕ(x))

+ · · ·+ [λ(x)]m−1F (d(Tx,x),ϕ(Tx),ϕ(x))

≤ [λ(x)]n

1 −λ(x)
F (d(Tx,x),ϕ(Tx),ϕ(x)). (3.3.15)

Letting n→ ∞ in the above inequality, we get lim
m,n→∞

d(T nx,Tmx) = 0 since λ(x) ∈
[0,1). This yields that {T nx} is a Cauchy sequence. Since (X,d) is complete, there

is z ∈ X such that

lim
n→∞

d(T nx,z) = 0. (3.3.16)

Next, we need to verify that z is a ϕ-fixed point of T . Observe that from (3.3.15),

we get

ϕ(T n+1x) ≤ [λ(x)]nF (d(Tx,x),ϕ(Tx),ϕ(x)).

Letting n→ ∞ in the above inequality, we get

lim
n→∞

ϕ(T n+1x) = 0. (3.3.17)

From hypothesis (H1), and conditions (3.3.16) and (3.3.17), we have

ϕ(z) ≤ liminf
n→∞

ϕ(T n+1x) = 0. (3.3.18)

On the other hand, using the continuity of T and (3.3.16), we get

z = lim
n→∞

T n+1x = lim
n→∞

T (T nx) = T ( lim
n→∞

T nx) = Tz.

Then z is a ϕ-fixed point of T . So T is a weakly ϕ-Picard operator. This completes

the proof.

Next, we introduce the generalized contractive condition (3.3.1).

Definition 3.3.7. Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function,

and F ∈ F . We say that the mapping T :X →X is an (F,ϕ,λ)-weak contraction
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with respect to the metric d if and only if there exists λ ∈ Λ1
T and L≥ 0 such that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ λ(x)F (d(x,y),ϕ(x),ϕ(y))

+L[F (d(y,Tx),ϕ(y),ϕ(Tx))

−F (0,ϕ(y),ϕ(Tx))] (3.3.19)

for all x,y ∈ X.

Theorem 3.3.8. Let (X,d) be a complete metric space, ϕ :X → [0,∞) be a lower

semi-continuous function, and F ∈ F . Assume that T :X →X is an (F,ϕ,λ)-weak

contraction with respect to the metric d. Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T :X →X is a weakly ϕ-Picard mapping;

(iii) for all x ∈ X, if T nx → z as n→ ∞, then

d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)), for all n ∈ N.

Proof. Let ξ ∈X is a fixed point of T . Applying (3.3.19) with x = y = ξ, we get

F (0,ϕ(ξ),ϕ(ξ)) ≤ λ(ξ)F (0,ϕ(ξ),ϕ(ξ)) +L[F (0,ϕ(ξ),ϕ(ξ)) −F (0,ϕ(ξ),ϕ(ξ))]

= λ(ξ)F (0,ϕ(ξ),ϕ(ξ)),

which implies that

F (0,ϕ(ξ),ϕ(ξ)) = 0. (3.3.20)

From (F1), we have

ϕ(ξ) ≤ F (0,ϕ(ξ),ϕ(ξ)). (3.3.21)

Using (3.3.20) and (3.3.21), we obtain that ϕ(ξ) = 0, then ξ ∈ Zϕ.

Next, we will show that T is a weakly ϕ-Picard mapping. Assume that x ∈ X be

an arbitrary point. Using (3.3.19), we have

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(T nx)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

+L[F (0,ϕ(T nx),ϕ(T n+1x)) −

F (0,ϕ(T nx),ϕ(T n+1x))]

= λ(T nx)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))
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for all n ∈ N. Since λ ∈ Λ1
T , the previous relation implies that

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ λ(x)F (d(T nx,T n−1x),ϕ(T nx),ϕ(T n−1x))

for all n ∈ N. Repeating this process, for each n ∈ N, we get

F (d(T n+1x,T nx),ϕ(T n+1x),ϕ(T nx)) ≤ [λ(x)]n(x)F (d(Tx,x),ϕ(Tx),ϕ(x)).

The rest of the proof follows that in proof of Theorem 3.3.2.

3.4 Applications

From the fixed point result in Sections 3.2 and 3.3, we show that we

can deduce easily various fixed point theorems on partial metric spaces and the

application to nonlinear integral equations.

3.4.1 Application to the fixed point results in partial met-

ric spaces

In this subsection, as application in Sections 3.2 and 3.3, we derive a

results in partial metric spaces.

From Theorem 3.2.5 we get the following theorem.

Theorem 3.4.1. Let (X,p) be a complete partial metric space, and θ ∈ J and

T :X →X be a given function. Assume that the following conditions are satisfied:

(P1) θ(2t) = 2θ(t) for all t ∈ [0,∞);

(P2) the mapping T satisfies

p(Tx,Ty) ≤ θ(p(x,y))

for all x,y ∈ X.

Then the following assertions hold:



47

(i) T has a unique fixed point z ∈ X,

(ii) p(z,z) = 0.

Proof. Let x,y ∈ X. Clearly, (P1) and (P2) implies

2p(Tx,Ty) −p(Tx,Tx) −p(Ty,Ty) +p(Tx,Tx) +p(Ty,Ty)

≤ θ(2p(x,y) −p(x,x) −p(y,y) +p(x,x) +p(y,y)).

Setting the metric dp on X which is defined by

dp(x,y) = 2p(x,y) −p(x,x) −p(y,y) ∀x,y ∈X

and the function ϕ : X → [0,∞) which is defined by ϕ(x) = p(x,x) for all x ∈ X,

we get

dp(Tx,Ty) +ϕ(Tx) +ϕ(Ty) ≤ θ(dp(x,y) +ϕ(x) +ϕ(y))

for all x,y ∈ X. It is easy to verify that ϕ(x) = p(x,x) is lower semi-continuous.

Assume that function F : [0,∞)3 → [0,∞) defined by F (a,b,c) = a+b+c and using

Lemma 2.2.8. It suffices to verify that

∀x,y ∈ X : F (dp(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ θ(F (dp(x,y),ϕ(x),ϕ(y))).

Then the hypothesis of Theorem 3.2.5 is automatically satisfied and then T has a

unique ϕ-fixed point (say z). This implies that T has a unique fixed point z ∈ X

such that p(z,z) = 0. This completes the proof.

Similarly, from Theorem 3.2.9, we obtain the following result.

Theorem 3.4.2. Let (X,p) be a complete partial metric space, θ ∈ J and T :X →
X be a given mapping. Assume that the following conditions are satisfied:

(P1) θ(2t) = 2θ(t) for all t ∈ [0,∞);

(P2) the mapping T satisfies

p(Tx,Ty) ≤ θ(p(x,y)) +L

[

N(x,y) − p(y,y) +p(Tx,Tx)
2

]

for all x,y ∈X, where N(x,y) := min{p(x,Tx),p(y,Ty),p(y,Tx)} and L≥ 0.
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Then the following assertion hold:

(i) T has a fixed point z ∈ X,

(ii) p(z,z) = 0.

By using Theorem 3.3.2 and 3.3.8 with the same technique in the proof

of Theorem 3.4.1, we get the following results.

Theorem 3.4.3. Let (X,p) be a complete partial metric space and T :X →X be

a given mapping. Suppose that there exists a function λ ∈ Λ1
T such that

p(Tx,Ty) ≤ λ(x)p(x,y) (3.4.1)

for all x,y ∈ X. Then T has a unique fixed point z ∈ X. Moreover, we have

p(z,z) = 0.

Theorem 3.4.4. Let (X,p) be a complete partial metric space and T :X →X be

a given mapping. Suppose that there exists a function λ ∈ Λ1
T such that

p(Tx,Ty) ≤ λ(x)p(x,y) +L

[

N(x,y) − p(y,y) +p(Tx,Tx)
2

]

(3.4.2)

for all x,y ∈X, where N(x,y) := min{p(x,Tx),p(y,Ty),p(y,Tx)} and L≥ 0. Then

T has a unique fixed point z ∈ X. Moreover, we have p(z,z) = 0.

Taking θ(t) = kt, where k ∈ [0,1) in Theorems 3.4.1 and 3.4.2 (or taking

λ(t) = k, where k ∈ [0,1) in Theorems 3.4.3 and 3.4.4), we obtain immediately

Corollaries 3.4.5 and 3.4.6.

Corollary 3.4.5 ([6]). Let (X,p) be a complete partial metric space and T :X →X

be a mapping satisfying the following condition:

∃k ∈ [0,1) such that p(Tx,Ty) ≤ kp(x,y) for all x,y ∈ X. (3.4.3)

Then T has a unique fixed point.
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Corollary 3.4.6 ([6]). Let (X,p) be a complete partial metric space and T :X →X

be a mapping satisfying the following condition:

∃k ∈ [0,1) such that p(Tx,Ty) ≤ kp(x,y) +L

[

N(x,y) − p(y,y) +p(Tx,Tx)
2

]

(3.4.4)

for all x,y ∈X, where N(x,y) := min{p(x,Tx),p(y,Ty),p(y,Tx)} and L≥ 0. Then

T has a fixed point.

By using Theorem 3.3.6 with the same technique in the proof of The-

orem 3.4.1, we get the following Theorem.

Theorem 3.4.7. Let (X,p) be a complete partial metric space and T :X →X be

a given mapping. Suppose that there exists a function λ ∈ Λ1
T such that

p(T 2x,Tx) ≤ λ(Tx)p(Tx,x) (3.4.5)

for all x,y ∈ X. Then T has a unique fixed point z ∈ X. Moreover, we have

p(z,z) = 0.

Taking λ(t) = k, where k ∈ [0,1) in Theorems 3.4.7, we obtain imme-

diately Corollaries 3.4.8.

Corollary 3.4.8 ([6]). Let (X,p) be a complete partial metric space and T :X →X

be a mapping satisfying the following condition:

∃k ∈ [0,1) such that p(T 2x,Tx) ≤ kp(Tx,x) for all x,y ∈ X.

Then T has a fixed point.

3.4.2 Application to the nonlinear integral equations

During the last three decades the theory of differential and integral

equation has been widely used in the various fields of science and engineering.

The main aim of this subsection is to investigate the existence and uniqueness of

solution for the nonlinear integral equation:

x(t) = φ(t) +
∫ t

a
K(t,s,x(s))ds, (3.4.6)
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where a ∈ R, x ∈ C[a,b] (the set of all continuous functions form [a,b] into R),

φ : [a,b] → R and K : [a,b] × [a,b] ×R → R are two given function.

Theorem 3.4.9. Consider the nonlinear integral equation (3.4.6). Suppose that

the following condition hold:

(i) K : [a,b] × [a,b] ×R → R is continuous,

(ii) for each x,y ∈ C[a,b] and t,s ∈ [a,b]

|K(t,s,x(s)) −K(t,s,y(s))| ≤ θ(|x(s) −y(s)|)
b−a

,

where θ ∈ J .

Then the nonlinear integral equation (3.4.6) has a unique solution.

Proof. Let X = C[a,b] and let T :X →X be defined by

(Tx)(t) = φ(t) +
∫ t

a
K(t,s,x(s))ds

for all x ∈ X. Clearly, X with the metric d : X×X → R+ given by

d(x,y) = max
t∈[a,b]

|x(t) −y(t)|

for all x,y ∈ X, is a complete metric space.

Next, we define functions F : [0,∞)3 → [0,∞) and ϕ :X → [0,∞) by

F (a,b,c) = a+ b+ c for all a,b,c ∈ [0,∞)

and ϕ= 0 for all x ∈ X.

Here, we will show that T is an (F,ϕ,θ)-contraction mapping.



51

Assume that x,y ∈X and t ∈ [a,b]. Then we get

|(Tx)(t) − (Ty)(t)| =

∣

∣

∣

∣

∣

∫ t

a
K(t,s,x(s))ds−

∫ t

a
K(t,s,y(s))ds

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ t

a
(K(t,s,x(s)) −K(t,s,y(s)))ds

∣

∣

∣

∣

∣

≤
∫ t

a
|(K(t,s,x(s)) −K(t,s,y(s)))|ds

≤ 1
b−a

∫ t

a
θ(|x(s) −y(s)|)ds

≤ 1
b−a

∫ t

a
θ(d(x,y))ds

≤ 1
b−a

θ(d(x,y))[b−a]

= θ(d(x,y)).

This implies that max
t∈[a,b]

|(Tx)(t) − (Ty)(t)| ≤ θ(d(x,y)) and hence

d(Tx,Ty) ≤ θ(d(x,y))

for all x,y ∈ X. It follows that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ θ(F (d(x,y),ϕ(x),ϕ(y)))

and so T is an (F,ϕ,θ)-contraction mapping. Thus all the condition of Theorem

3.2.5 are satisfied and hence T has a unique fixed point in X. It follows that there

exists a unique solution of the nonlinear equation (3.4.6).

Theorem 3.4.10. Consider the nonlinear integral equation (3.4.6). Suppose that

the following conditions hold:

(i) K : [a,b] × [a,b] ×R → R is continuous,

(ii) for each x,y ∈C[a,b] and t,s∈ [a,b], there exists a function λ :C[a,b] → [0,1)

for which λ(Tx) ≤ λ(x), where T : C[a,b] → C[a,b] is defined by

(Tx)(t) = φ(t) +
∫ t

a
K(t,s,x(s))ds,

such that

|K(t,s,x(s)) −K(t,s,y(s))| ≤ λ(x)|x(s) −y(s)|
b−a

.
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Then the nonlinear integral equation (3.4.6) has a unique solution.

Proof. Let X = C[a,b]. Clearly, X with the metric d :X×X → R+ given by

d(x,y) = max
t∈[a,b]

|x(t) −y(t)|

for all x,y ∈ X, is a complete metric space. It is easy to see that λ ∈ ΛT . Next,

we define functions F : [0,∞)3 → [0,∞) and ϕ :X → [0,∞) by

F (a,b,c) = a+ b+ c for all a,b,c ∈ [0,∞)

and ϕ(x) = 0 for all x ∈ X. Here, we will show that T is an (F,λ)-contraction

mapping. Assume that x,y ∈X and t ∈ [a,b]. Then we get

|(Tx)(t) − (Ty)(t)| =

∣

∣

∣

∣

∣

∫ t

a
K(t,s,x(s))ds−

∫ t

a
K(t,s,y(s))ds

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ t

a
(K(t,s,x(s)) −K(t,s,y(s)))ds

∣

∣

∣

∣

∣

≤
∫ t

a
|(K(t,s,x(s)) −K(t,s,y(s)))|ds

≤ 1
b−a

∫ t

a
λ(x)|x(s) −y(s)|ds

≤ 1
b−a

∫ t

a
λ(x)d(x,y)ds

≤ 1
b−a

λ(x)d(x,y)[b−a]

= λ(x)d(x,y).

This implies that max
t∈[a,b]

|(Tx)(t) − (Ty)(t)| ≤ λ(x)d(x,y) and hence

d(Tx,Ty) ≤ λ(x)d(x,y)

for all x,y ∈ X. It follows that

F (d(Tx,Ty),ϕ(Tx),ϕ(Ty)) ≤ λ(x)F (d(x,y),ϕ(x),ϕ(y))

and so T is an (F,ϕ,λ)-contraction mapping. Thus all the condition of Theorem

3.3.2 are satisfied and hence T has a unique fixed point in X. It follows that there

exists a unique solution of the nonlinear equation (3.4.6).
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CHAPTER 4

FIXED POINT FOR GENERALIZED CONTRACTIONS

IN M-METRIC SPACES

In this chapter, we introduce a new generalization of Banach and Kan-

nan contraction mappings in the setting of M -metric space. We also prove the ex-

istence of fixed point theorems for these mappings, which are generalization of the

Banach and Kannan fixed point theorems on M -metric spaces (Theorems 1.0.13

and 1.0.14) and give some illustrative examples to support our results. Finally, we

give a partial answer to Open Problem 1.0.15. This result confirms the existence

of fixed point theorems for Chatterjea contraction mappings in the framework of

M -metric spaces. We also give some examples to illustrate the usability of our

results.

4.1 Fixed point results by using a control functions type-S1 and type-

S2

In this section, we recall the class of control functions as appeared in

Section 3.3. For a nonempty set X and a self mapping T :X →X, we let Λ1
T be the

class of all functions of type-S1, that is, λ :X → [0,1) satisfying λ(Tx) ≤ λ(x) for

all x ∈X. Furthermore, for a nonempty set X and a self mapping T :X →X, we

denote Λ2
T as the class of all functions of type-S2, that is, λ :X →

[

0, 1
2

)

satisfying

λ(Tx) ≤ λ(x) for all x ∈ X. Some examples and numerical results are given to

support our main results. Finally we leave an open question for those who might

be interested.

Theorem 4.1.1. Let (X,m) be a complete M-metric space and T : X →X be a

mapping satisfying the following condition:

m(Tx,Ty) ≤ λ(x)m(x,y) (4.1.1)

for any x,y ∈ X, where λ ∈ Λ1
T . Then T has a unique fixed point. Moreover, the
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Picard iteration {xn}, which is defined by xn = Txn−1 for all n∈N, where x0 ∈X,

converges to the fixed point of T .

Proof. Let x0 be an arbitrary point in X and the Picard iteration of T be given

by

xn = Txn−1 ∀n ∈ N.

According to (4.1.1), with x = xn and y = xn−1, we have that

m(xn+1,xn) =m(Txn,Txn−1) ≤ λ(xn)m(xn,xn−1). (4.1.2)

Since λ ∈ Λ1
T , the relation (4.1.2) implies that

m(xn+1,xn) =m(Txn,Txn−1) ≤ λ(x0)m(xn,xn−1). (4.1.3)

Using Lemma 2.3.13, we get (A), (B), (C) and (D) of Lemma 2.3.13 hold. From

the completeness of X, we get xn → x for some x ∈X. From (2.3.1), we have

lim
n→∞

(m(xn,x) −mxn,x) = 0.

Since condition (B) of Lemma 2.3.13 and definition of mxn,x, we deduce that

m(xn,x) → 0. By (4.1.1) and the fact that λ(x) ∈ Λ1
T , we get

m(Txn,Tx) ≤ λ(xn)m(xn,x)

= λ(Txn−1)m(xn,x)

≤ λ(xn−1)m(xn,x)
...

≤ λ(x0)m(xn,x) → 0.

Then by (m2), we have

mT xn,T x ≤m(Txn,Tx) → 0.

By using equation (2.3.1), we get Txn → Tx. Thus, form Lemma 2.3.10, xn → x

and Txn → Tx, we have

lim
n→∞

(m(xn,Txn) −mxn,T xn
) =m(x,Tx) −mx,T x. (4.1.4)
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By using (A) and (C) of Lemma 2.3.13, we obtain that (4.1.4) implies m(x,Tx) =

mx,T x. We observe that (4.1.1) implies

m(Tx,Tx) ≤ λ(x)m(x,x) ≤m(x,x).

Then we get m(x,Tx) =mx,T x =m(Tx,Tx). Next, we claim that m(x,x) =mx,T x.

By Lemma 2.3.10, xn → x and Txn → Tx imply that

0 = lim
n→∞

(m(xn,xn+1) −mxn,T xn
) =m(x,x) −mx,T x.

Thus, m(x,x) =mx,T x. Now, we obtain that

m(x,x) =m(x,Tx) =m(Tx,Tx),

i.e. x= Tx. To prove the uniqueness of X. Assume that there exists another fixed

point z such that z 6= x. From (4.1.1), we have

m(x,z) = m(Tx,Tz) ≤ λ(x)m(x,z) <m(x,z),

which is a contradiction. Then T has a unique fixed point x ∈X. This completes

the proof.

Example 4.1.2. Let X = [0,3] and a function m : X ×X → R+ be defined by

m(x,y) = x+y
2 for all x,y ∈ X. From Example 2.3.9, we get (X,m) is a complete

M -metric space. Define T : X →X and λ : X → [0,1) by

Tx =











x2, 0 ≤ x ≤ 3
4 ,

x2

1+x ,
3
4 < x ≤ 3,

and

λ(x) =











3
4 , 0 ≤ x ≤ 3

4 ,

4x
1+4x ,

3
4 < x ≤ 3,

for all x ∈ X. We will show that λ ∈ Λ1
T . For this, we distinguish the following

cases:

Case 1: If x ∈
[

0, 3
4

]

, then we have Tx= x2. It follows that

λ(Tx) = λ
(

x2
)

= 3
4 = λ(x).
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Case 2: If x ∈
(

3
4 ,3

]

, then we have Tx= x2

1+x
. It follows that

λ(Tx) = λ

(

x2

1+x

)

≤ 4x
1+4x

= λ(x).

Next, we will show that condition (4.1.1) holds for all x,y ∈X. Suppose

that x,y ∈ X. We will divide the proof into four cases.

Case 1: If x,y ∈
[

0, 3
4

]

, then we have

m(Tx,Ty) =
x2

2
+
y2

2

≤ 3
4

(

x+y

2

)

= λ(x)m(x,y).

Case 2: If x,y ∈
(

3
4 ,3

]

, then we have

m(Tx,Ty) =
x2

2(1 +x)
+

y2

2(1 +y)

≤ 3
4

(

x+y

2

)

= λ(x)m(x,y).

Case 3: If x ∈
[

0, 3
4

]

and y ∈
(

3
4 ,3

]

, then we have

m(Tx,Ty) =
x2

2
+

y2

2(1 +y)

≤ 3
4

(

x+y

2

)

= λ(x)m(x,y).

Case 4: If x ∈
(

3
4 ,3

]

and y ∈
[

0, 3
4

]

, then we have

m(Tx,Ty) =
x2

2(1 +x)
+
y2

2

≤ 4x
1 + 4x

(

x+y

2

)

= λ(x)m(x,y).
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Therefore, all conditions in Theorem 4.1.1 are satisfied. So T has a unique fixed

point in X. In this example, a point 0 is a unique fixed point of T .

Next, we will give some numerical experiments for approximate a

unique fixed point of T in Figure 4.1. Moreover, the convergence behavior of

these iteration is shown in Figure 4.2.

x0 0.25000000 0.70000000 1.50000000 3.00000000

x1 0.06250000 0.49000000 0.90000000 2.25000000

x2 0.00390625 0.24010000 0.42631579 1.55769231

x3 0.00001526 0.05764801 0.12742280 0.94866975

x4 0.00000000 0.00332329 0.01440149 0.46184034

x5 0.00000000 0.00001104 0.00020446 0.14590957

x6 0.00000000 0.00000000 0.00000004 0.01857878

x7 0.00000000 0.00000000 0.00000000 0.00033888

x8 0.00000000 0.00000000 0.00000000 0.00000011

x9 0.00000000 0.00000000 0.00000000 0.00000000

x10 0.00000000 0.00000000 0.00000000 0.00000000

Figure 4.1: Iterates of Picard iterations in Example 4.1.2
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0
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Figure 4.2: Convergence behavior for Example 4.1.2
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Theorem 4.1.3. Let (X,m) be a complete M-metric space and T : X →X be a

mapping satisfying the following condition:

m(Tx,Ty) ≤ λ(x)[m(x,Tx) +m(y,Ty)] (4.1.5)

for any x,y ∈ X, where λ ∈ Λ2
T . Then T has a unique fixed point. Moreover, the

Picard iteration {xn}, which is defined by xn = Txn−1 for all n∈N, where x0 ∈X,

converges to the fixed point of T .

Proof. Let x0 be an arbitrary point of X and define a sequence {xn} in X such

that xn = Txn−1 for all n ∈ N. From (4.1.5) and condition (m4), we get

m(xn+1,xn) = m(Txn,Txn−1)

≤ λ(xn)(m(xn,xn+1) +m(xn−1,xn))

= λ(Txn−1)(m(xn,xn+1) +m(xn−1,xn))

≤ λ(xn−1)(m(xn,xn+1) +m(xn−1,xn))
...

≤ λ(x0)(m(xn,xn+1) +m(xn−1,xn))

for all n ∈ N. This implies that

m(xn+1,xn) ≤ rm(xn,xn−1)

for all n ∈ N, where 0 ≤ r := λ(x0)
1−λ(x0) < 1. Using Lemma 2.3.13, we get (A), (B),

(C) and (D) of Lemma 2.3.13 hold. By Lemma 2.3.13 and completeness of X, we

get xn → x for some x ∈ X. So

(m(xn,x) −mxn,x) → 0 as n → ∞

and

(Mxnx −mxn,x) → 0 as n→ ∞.

Since mxn,x → 0 as n → ∞, we have m(xn,x) → 0 and Mxn,x → 0 as n → ∞.

Therefore by Remark 2.3.5 (1), we have

m(x,x) = 0 =mx,T x. (4.1.6)
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Next, we will show that m(x,Tx) = 0. From (4.1.5) and λ ∈ Λ2
T , we get

m(xn+1,Tx) = m(Txn,Tx)

≤ λ(xn)(m(xn,xn+1) +m(x,Tx))

= λ(Txn−1)(m(xn,xn+1) +m(x,Tx))

≤ λ(xn−1)(m(xn,xn+1) +m(x,Tx))

...

≤ λ(x0)(m(xn,xn+1) +m(x,Tx)) .

Letting n→ ∞ and using condition (A) of Lemma 2.3.13, then we have

limsup
n→∞

m(xn+1,Tx) = limsup
n→∞

m(Txn,Tx) ≤ λ(x0)m(x,Tx). (4.1.7)

On the other hand, from (m4), we get

m(x,Tx) −mx,T x ≤ m(x,xn) −mx,xn
+m(xn,Tx) −mxn,T x

≤ m(x,xn) +m(xn,Tx).

By using (4.1.6), (4.1.7) and the fact that m(xn,x) → 0, we obtain that

m(x,Tx) ≤ limsup
n→∞

m(xn,Tx)

≤ λ(x0)m(x,Tx).

This yields that m(x,Tx) = 0. By contractive condition (4.1.5), we have

0 ≤ m(Tx,Tx) ≤ 2λ(x)m(x,Tx) = 0,

which implies that m(Tx,Tx) = 0. So m(x,x) = m(x,Tx) = m(Tx,Tx). Follows

from (m1), we get x= Tx. Finally, we will show that T has a unique fixed point.

Assume that z is another fixed point of T such that x 6= z. From inequality (4.1.5),

we get

m(x,z) = m(Tx,Tz)

≤ λ(x)(m(x,Tz) +m(z,Tx))

= λ(x)(m(x,z) +m(z,x))

= 2λ(x)m(x,z)

< m(x,z)
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having in this way a contradiction, completing therefore the proof.

Example 4.1.4. Let X = [0,∞) and a function m : X ×X → R+ be defined by

m(x,y) = x+y
2 for all x,y ∈ X. From Example 2.3.9, we get (X,m) is a complete

M -metric space. Define T : X →X and λ : X → [0, 1
2) by

Tx=











0 if x < 2,

x
1+x

if x ≥ 2

and

λ(x) =











1
3 if x < 1,

x
1+2x

if x ≥ 1.

It is easy to see that λ ∈ Λ2
T . Here, we will show that condition (4.1.5) holds for

all x,y ∈ X. We will divide the proof into three cases.

Case 1: If x,y ∈ [0,2), the claim is obvious.

Case 2: If x,y ∈ [2,∞), we get

m(Tx,Ty) =
1
2

(

x

1 +x
+

y

1 +y

)

≤ 1
2

(

x

3
+
y

3

)

≤ 1
3

(

x+ x
1+x

2
+
y+ y

1+y

2

)

≤ λ(x)(m(x,Tx) +m(y,Ty)).

Case 3: Assume that (x,y) ∈ [2,∞) × [0,2) ∪ [0,2) × [2,∞). Without loss of gen-

erality, we may assume that x ∈ [0,2) and y ∈ [2,∞). Then we obtain that

m(Tx,Ty) =
1
2

(

y

1 +y

)

≤ 1
2

(

y

3

)

≤ 1
3

(

y+ y
1+y

2

)

≤ λ(x)(m(x,Tx) +m(y,Ty)).

Therefore, all conditions in Theorem 4.1.3 are satisfied. So T has a unique fixed

point.
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Now we give the following open problem which is challenging for other

mathematicians.

Open problem 4.1.5. Let (X,m) be a complete M-metric space and T :X →X

be a mapping satisfying the following condition:

m(Tx,Ty) ≤ λ(x)[m(x,Ty) +m(y,Tx)] (4.1.8)

for any x,y ∈ X, where λ ∈ Λ2
T . Does T always have a unique fixed point?

4.2 Fixed point result of weakly α-admissible mappings

In this section, we introduce concepts of new type of mappings in the

framework of M -metric spaces and prove fixed point results for these mappings

along with weak α-admissibility.

Now we define an α-m-Banach contraction and an α-m-Kannan con-

traction in the setting of an M -metric space as follows:

Definition 4.2.1. Let (X,m) be an M -metric space and α :X×X → [0,∞) be a

given mapping. The mapping T :X →X is said to be an α-m-Banach contraction

if

∃k ∈ [0,1) such that α(x,y)m(Tx,Ty) ≤ km(x,y) for all x,y ∈ X. (4.2.1)

Definition 4.2.2. Let (X,m) be an M -metric space and α :X×X → [0,∞) be a

given mapping. The mapping T :X →X is said to be an α-m-Kannan contraction

if

∃k ∈
[

0,
1
2

)

such that α(x,y)m(Tx,Ty) ≤ k [m(x,Tx) +m(y,Ty)] for all x,y ∈X.
(4.2.2)

Theorem 4.2.3. Let (X,m) be a complete M-metric space and T :X →X be an

α-m-Banach contraction mapping satisfying conditions:

(i) T is a weakly α-admissible mapping;
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(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and xn → x

as n → ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N.

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X such

that Tx∗ = x∗.

Proof. Starting from x0 in (ii) we have α(x0,Tx0) ≥ 1. Define the sequence {xn}
in X by

xn = Txn−1

for all n ∈ N. Since T is weakly α-admissible, we have

α(xn−1,xn) ≥ 1

for all n ∈ N. From an α-m-Banach contractive condition, we get

m(xn,xn+1) = m(Txn−1,Txn)

≤ α(xn−1,xn)m(Txn−1,Txn)

≤ km(xn−1,xn)

for all n ∈ N. Using Lemma 2.3.13, we get (A), (B), (C) and (D) of Lemma 2.3.13

hold. From (D) of Lemma 2.3.13, we get {xn} is an m-Cauchy sequence in X. By

completeness of X we get xn → x for some x ∈X. From (B) of Lemma 2.3.13, we

get lim
n→∞

m(xn,xn) = 0. This implies that

lim
n→∞

mxn,x = lim
n→∞

min{m(xn,xn),m(x,x)} = min{0,m(x,x)} = 0.

It follows that

lim
n→∞

m(xn,x) = 0. (4.2.3)

From condition (iii), we get

α(x,x) ≥ 1 (4.2.4)

and

α(xn,x) ≥ 1 (4.2.5)
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for all n ∈ N. Again, by using the α-m-Banach contractive condition, we obtain

that

m(Txn,Tx) ≤ α(xn,x)m(Txn,Tx) ≤ km(xn,x) (4.2.6)

for all n ∈ N. Taking limit as n → ∞ in (4.2.6), we have m(Txn,Tx) → 0 as

n → ∞. By (m2), we have mT xn,T x → 0 as n → ∞. It follows from the definition

of convergent sequence that Txn → Tx as n→ ∞. Using (A) of Lemma 2.3.13, we

obtain that m(xn,Txn) =m(xn,xn+1) → 0. From (B) of Lemma 2.3.13, we obtain

that

lim
n→∞

mxn,T xn
= lim

n→∞
mxn,xn+1

= 0.

By Lemma 2.3.10, we get

m(x,Tx) −mx,T x = lim
n→∞

(m(xn,Txn) −mxn,T xn
) = 0,

that is,

m(x,Tx) =mx,T x

From (4.2.4) and the α-m-Banach contractive condition, we get m(Tx,Tx) ≤
m(x,x) and thus mx,T x =m(Tx,Tx). Therefore, we get

m(x,Tx) =mx,T x, =m(Tx,Tx).

On the other hand, by Lemma 2.3.10 and xn = Txn−1 → x as n→ ∞

0 = lim
n→∞

(m(xn,Txn)−mxn,T xn
) = lim

n→∞
(m(xn,xn+1)−mxn,T xn

) =m(x,x)−mx,T x.

This implies that m(x,x) =m(x,Tx). Now we have

m(x,Tx) =mx,T x =m(Tx,Tx).

By (m1), we get x= Tx. This completes the proof.

Theorem 4.2.4. Let (X,m) be a complete M-metric space and T :X →X be an

α-m-Kannan contraction mapping satisfying conditions:

(i) T is a weakly α-admissible mapping;
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(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and xn → x

as n → ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N.

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X such

that Tx∗ = x∗.

Proof. Starting from x0 in (ii) we have α(x0,Tx0) ≥ 1. Define the sequence {xn}
in X by

xn = Txn−1

for all n ∈ N. Since T is a weakly α-admissible, we have

α(xn−1,xn) ≥ 1

for all n ∈ N. From the α-m-Kannan contractive condition, we get

m(xn,xn+1) = m(Txn−1,Txn)

≤ α(xn−1,xn)m(Txn−1,Txn)

≤ k (m(xn−1,xn) +m(xn,xn+1)) .

This implies that

m(xn,xn+1) ≤ rm(xn−1,xn),

where 0 ≤ r= k
1−k < 1 for all n∈N. It follows that (A), (B), (C) and (D) of Lemma

2.3.13 hold. By Lemma 2.3.13 and completeness of X and xn → x as n → ∞ for

some x ∈ X. Then we get

m(xn,x) −mxn,x → 0 as n → ∞

and

Mxn,x −mxn,x → 0 as n→ ∞.

Since mxn,x → 0 as n → ∞ we have m(xn,x) → 0 as n → ∞ and Mxn,x → 0 as

n→ ∞. By Remark 2.3.5, we get

m(x,x) = 0 =mx,T x.
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Next, we will show that m(x,Tx) = 0. From condition (iii), we get

α(x,x) ≥ 1 (4.2.7)

and

α(xn,x) ≥ 1 (4.2.8)

for all n ∈ N. Using the α-m-Kannan contractive condition, we have

m(xn+1,Tx) = m(Txn,Tx)

≤ α(xn,x)m(Txn,Tx)

≤ k[m(xn,xn+1) +m(x,Tx)].

Since m(xn,xn+1) → 0 as n→ ∞, we get

limsup
n→∞

m(xn+1,Tx) ≤ km(x,Tx).

From (m4), we get

m(x,Tx) = m(x,Tx) −mx,T x

≤ (m(x,xn) −mx,xn
) + (m(xn,Tx) −mxn,T x)

≤ m(x,xn) +m(xn,Tx).

Taking limit supremum in above relation, we obtain that

m(x,Tx) ≤ limsup
n→∞

(m(x,xn) +m(xn,Tx)) ≤ km(x,Tx).

This implies that

m(x,Tx) = 0.

From (4.2.7) and an α-m-Kannan contractive condition, we have

m(Tx,Tx) ≤ α(x,x)m(Tx,Tx) ≤ 2km(x,Tx) = 0

and so

m(Tx,Tx) = 0.

Now we have,

m(x,Tx) =mx,T x =m(Tx,Tx).

Follows from (m1), we get x= Tx. This completes the proof.
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By remark 1.0.11,Theorem 4.2.3, and Theorem 4.2.4, we immediately

obtain the following two corollaries.

Corollary 4.2.5. Let (X,m) be a complete M-metric space and T :X →X be an

α-m-Banach contraction mapping satisfying conditions:

(i) T is an α-admissible mapping;

(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and xn → x

as n → ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N.

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X such

that Tx∗ = x∗.

Corollary 4.2.6. Let (X,m) be a complete M-metric space and T :X →X be an

α-m-Kannan contraction mapping satisfying conditions:

(i) T is an α-admissible mapping;

(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and xn → x

as n → ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N;

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X such

that Tx∗ = x∗.

Fixed point results for α-m-Banach contraction mapping and α-m-

Kannan contraction mapping in M -metric spaces along with weak α-admissibility

and α-admissibility were investigated under some suitable conditions. The gener-

alized Banach and Kannan contractive conditions for the existence of fixed point

results in various spaces have been introduced and studied by many mathemati-

cians. The fixed point results for nonlinear mappings satisfy other famous con-

tractive conditions such as the Chatterjea contractive condition, Ciric contractive
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condition, Berinde contractive condition etc. have also been studied by several

mathematicians. Therefore, these problems remain open for interested mathe-

maticians.

4.3 Fixed point result for Chatterjea contraction mappings

In this section, we give a partial answer to open problem posed by Asadi

et al. and also furnish some illustrative examples to demonstrate the validity of the

hypotheses and degree of utility of our results. Finally we leave an open question

for those who might be interested.

Theorem 4.3.1. Let (X,m) be a complete M-metric space and let T :X →X be

a mapping satisfying the following condition:

∃k ∈
[

0,
1
2

)

such that m(Tx,Ty) ≤ k[m(x,Ty) +m(Tx,y)] for all x,y ∈X.

(4.3.1)

If there is x0 ∈X such that

m(T nx0,T
nx0) ≤ m(T n−1x0,T

n−1x0) (4.3.2)

for all n ∈ N, then T has a unique fixed point. Moreover, if the Picard sequence

{xn} in X which is defined by xn = Txn−1 for all n ∈ N such that x0 is an initial

point in condition (4.3.2), then {xn} converges to a fixed point of T .

Proof. Starting from x0 ∈ X in hypothesis, we will construct the sequence {xn}
in X such that

xn = Txn−1
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for all n ∈ N. From (4.3.1) and condition (m4), we get

m(xn+1,xn) = m(Txn,Txn−1)

≤ k (m(xn,xn) +m(xn+1,xn−1))

= k
(

m(xn,xn) +m(xn+1,xn−1) −mxn+1,xn−1
+mxn+1,xn−1

)

≤ k(m(xn,xn) +m(xn+1,xn) −mxn+1,xn
+m(xn,xn−1)

−mxn,xn−1
+mxn+1,xn−1

)

= k(m(xn,xn) +m(xn+1,xn) −m(xn+1,mn+1)

+m(xn,xn−1) −m(xn,xn) +m(xn+1,xn+1))

= k (m(xn+1,xn) +m(xn,xn−1))

for all n ∈ N. This implies that

m(xn+1,xn) ≤ rm(xn,xn−1)

for all n ∈ N, where 0 ≤ r := k
1−k < 1. By using Lemma 2.3.13, we get (A), (B),

(C) and (D) in Lemma 2.3.13 hold. From the completeness of X, we get xn → x

for some x ∈ X. So

m(xn,x) −mxn,x → 0 as n → ∞

and

Mxn,x −mxn,x → 0 as n→ ∞.

Since mxn,x → 0 as n → ∞, we have m(xn,x) → 0 and Mxn,x → 0 as n → ∞. By

Remark 2.3.5, we have

m(x,x) = 0 =mx,T x.
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Next, we will show that m(x,Tx) = 0. From (m4), we get

m(x,Tx) ≤ limsup
n→∞

m(x,xn) + limsup
n→∞

m(xn,Tx)

= limsup
n→∞

m(xn,Tx)

≤ limsup
n→∞

(k(m(xn−1,Tx) +m(Txn−1,x)))

≤ k

(

limsup
n→∞

m(xn−1,Tx) + limsup
n→∞

m(xn,x)
)

≤ k

(

limsup
n→∞

(m(xn−1,x) −mxn−1,x +m(x,Tx) −mx,T x)
)

≤ k

(

limsup
n→∞

(m(xn−1,x) +m(Tx,x))
)

= km(x,Tx).

This implies that

m(x,Tx) = 0.

By contractive condition (4.3.1), we have

0 ≤ m(Tx,Tx) ≤ 2km(x,Tx) = 0.

Now, we obtain that

m(x,x) =m(Tx,Tx) =m(x,Tx).

Follows from (m1), we get x = Tx. Next, we will show that T has a unique fixed

point. Assume that y is another fixed point of T . From (4.3.1) we get

m(x,y) = m(Tx,Ty)

≤ k(m(x,Ty) +m(y,Tx))

= k(m(x,y) +m(y,x))

≤ 2km(x,y)

< m(x,y),

which is a contraction. Then T has a unique fixed point. This completes the

proof.

Next, we give some examples to illustrate Theorem 4.3.1 and also give

some numerical results.
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Example 4.3.2. Let X = [0,∞) and a function m : X ×X → R+ be defined by

m(x,y) = x+y
2 for all x,y ∈ X. From Example 2.3.9, we get (X,m) is a complete

M -metric space. Let T :X →X be given by

Tx=











0, 0 ≤ x < 3,

x
1+x

, x ≥ 3.

We shall show that also condition (4.3.1) is satisfied with k = 1
4 . Suppose that

x,y ∈X. Then there are three possibilities:

Case 1: If x,y ∈ [0,3), the claim is obvious.

Case 2: If x,y ∈ [3,∞), we get

m(Tx,Ty) =
1
2

(

x

1 +x
+

y

1 +y

)

≤ 1
2

(

x

4
+
y

4

)

≤ 1
4

(

x

2
+

y

2(1 +y)
+
y

2
+

x

2(1 +x)

)

= k (m(x,Ty) +m(y,Tx)) .

Case 3: Assume that (x,y) ∈ [3,∞) × [0,3) ∪ [0,3) × [3,∞). Without loss of gen-

erality, we may assume that x ∈ [0,3) and y ∈ [3,∞). Then we obtain that

m(Tx,Ty) =
1
2

(

y

1 +y

)

≤ 1
2

(

y

4

)

≤ 1
4

(

0 +
y

2(1 +y)
+
y

2
+ 0

)

= k (m(x,Ty) +m(y,Tx)) .

Clearly, T satisfies condition (4.3.2) for all x,y ∈X. Thus, all conditions of Theo-

rem 4.3.1 are satisfied and the existence of a fixed point of T follows. In this case,

a unique fixed point of T is a point 0.

We can see some numerical experiments for approximate the a unique

fixed point of T in Figure 4.3. Furthermore, the convergence behavior of these

iteration is shown in Figure 4.4.
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x0 3.00000000 5.00000000 7.00000000 9.00000000

x1 0.75000000 0.83333333 0.87500000 0.90000000

x2 0.00000000 0.00000000 0.00000000 0.00000000

x3 0.00000000 0.00000000 0.00000000 0.00000000

x4 0.00000000 0.00000000 0.00000000 0.00000000

x5 0.00000000 0.00000000 0.00000000 0.00000000

x6 0.00000000 0.00000000 0.00000000 0.00000000

x7 0.00000000 0.00000000 0.00000000 0.00000000

x8 0.00000000 0.00000000 0.00000000 0.00000000

x9 0.00000000 0.00000000 0.00000000 0.00000000

x10 0.00000000 0.00000000 0.00000000 0.00000000

Figure 4.3: Iterates of Picard iterations in Example 4.3.2
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Figure 4.4: Convergence behavior for Example 4.3.2

Example 4.3.3. Let X = [0,∞) and a function m : X ×X → R+ be defined by

m(x,y) = x+y
2 for all x,y ∈ X. From Example 2.3.9, we get (X,m) is a complete

M -metric space. Define T : X →X by

Tx=











x2, 0 ≤ x < 1
2 ,

1
4 , x≥ 1

2 .

Now we shall claim that T satisfies the condition (4.3.1) with k = 1
3 . Suppose that
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x,y ∈X. We will divide the proof into three cases.

Case 1: If x,y ∈
[

0, 1
2

)

, then we get

m(Tx,Ty) =
x2

2
+
y2

2

≤ x

6
+
y2

6
+
y

6
+
x2

6

=
1
3

(

x

2
+
y2

2
+
y

2
+
x2

2

)

=
1
3

(m(x,Ty) +m(y,Tx)).

Case 2: If x,y ∈
[

1
2 ,∞

)

, then we get

m(Tx,Ty) =
1
8

+
1
8

≤ x

6
+

1
24

+
y

6
+

1
24

=
1
3

(

x

2
+

1
8

+
y

2
+

1
8

)

=
1
3

(m(x,Ty) +m(y,Tx)).

Case 3: Assume that (x,y) ∈
[

0, 1
2

)

×
[

1
2 ,∞

)

∪
[

1
2 ,∞

)

×
[

0, 1
2

)

. Without loss of

generality, we may assume that x ∈
[

0, 1
2

)

and y ∈
[

1
2 ,∞

)

. Since x2

2 ≤ x
6 + x2

6

and 1
8 ≤ 1

24 + y
6 . Then we obtain that

m(Tx,Ty) =
x2

2
+

1
8

≤ x

6
+

1
24

+
y

6
+
x2

6

=
1
3

(

x

2
+

1
8

+
y

2
+
x2

2

)

=
1
3

(m(x,Ty) +m(y,Tx)).

This implies that T satisfies the condition (4.3.1) with k = 1
3 . It easy to see that T

satisfies condtition (4.3.2). Therefore, all conditions in Theorem 4.3.1 are satisfied.

So T has a unique fixed point. In this example, a unique fixed point of T is a

point 0.
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We can see some numerical experiments for approximate the a unique

fixed point of T in Figure 4.5. Furthermore, the convergence behavior of these

iteration is shown in Figure 4.6.

x0 0.20000000 0.30000000 0.40000000 0.50000000

x1 0.04000000 0.09000000 0.16000000 0.25000000

x2 0.00160000 0.00810000 0.02560000 0.06250000

x3 0.00000256 0.00006561 0.00065536 0.00390625

x4 0.00000000 0.00000000 0.00000043 0.00001526

x5 0.00000000 0.00000000 0.00000000 0.00000000

x6 0.00000000 0.00000000 0.00000000 0.00000000

x7 0.00000000 0.00000000 0.00000000 0.00000000

x8 0.00000000 0.00000000 0.00000000 0.00000000

x9 0.00000000 0.00000000 0.00000000 0.00000000

x10 0.00000000 0.00000000 0.00000000 0.00000000

Figure 4.5: Iterates of Picard iterations in Example 4.3.3
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Figure 4.6: Convergence behavior for Example 4.3.3

There are many challenging and open questions in this field. There

are:
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• Problem 1.: Can Theorem 4.3.1 be proved without the condition (4.3.2)?

• Problem 2.: Does there exist any other condition (4.3.2) to prove Theorem

4.3.1?
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CHAPTER 5

CONCLUSION

In this chapter, we summarize all fixed point results and applications

in this thesis. In Chapter 3, we prove new ϕ-fixed points results for new nonlinear

mappings by using control functions type-K and type-S1 as follows:

(1) Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function, F ∈ F and

θ ∈ J . Assume that the following conditions are satisfied:

(i) ϕ is lower semi-continuous;

(ii) T : X →X is an (F,ϕ,θ)-contraction with respect to the metric d.

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a ϕ-Picard mapping.

(2) Let (X,d) be a metric space, ϕ :X → [0,∞) be a given function, F ∈ F and

θ ∈ J . Assume that the following conditions are satisfied:

(H1) ϕ is lower semi-continuous;

(H2) T : X → X is an (F,ϕ,θ)-weak contraction with respect to the metric

d.

Then the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T is a weakly ϕ-Picard mapping.

(3) Let (X,d) be a complete metric space, ϕ : X → [0,∞) be a lower semi-

continuous function, and F ∈ F . Assume that T : X → X is an (F,ϕ,λ)-

contraction with respect to the metric d. Then the following assertions hold:

(i) FT ⊆ Zϕ;
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(ii) T is a ϕ-Picard mapping;

(iii) for all x ∈X and for all n ∈ N, we have

d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)),

where {z} ∈ FT ∩Zϕ = FT .

(4) Let (X,d) be a complete metric space, ϕ : X → [0,∞) be a lower semi-

continuous function, and F ∈ F . Assume that T : X → X is a graphic

(F,ϕ,λ)-contraction with respect to the metric d and T is continuous. Then

the following assertions hold:

(i) FT ⊆ Zϕ;

(ii) T : X →X is a weakly ϕ-Picard mapping;

(iii) for all x ∈X, if T nx → z as n→ ∞, then

d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)), for all n ∈ N.

(5) Let (X,d) be a complete metric space, ϕ : X → [0,∞) be a lower semi-

continuous function, and F ∈ F . Assume that T : X → X is an (F,ϕ,λ)-

weak contraction with respect to the metric d. Then the following assertions

hold:

(i) FT ⊆ Zϕ;

(ii) T : X →X is a weakly ϕ-Picard mapping;

(iii) for all x ∈X, if T nx → z as n→ ∞, then

d(T nx,z) ≤ [λ(x)]n

1−λ(x)F (d(x,Tx),ϕ(x),ϕ(Tx)), for all n ∈ N.

(6) Let (X,p) be a complete partial metric space, and θ ∈ J and T :X →X be

a given function. Assume that the following conditions are satisfied:

(P1) θ(2t) = 2θ(t) for all t ∈ [0,∞);

(P2) the mapping T satisfies

p(Tx,Ty) ≤ θ(p(x,y))

for all x,y ∈X.
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Then the following assertions hold:

(i) T has a unique fixed point z ∈ X;

(ii) p(z,z) = 0.

(7) Let (X,p) be a complete partial metric space, θ ∈ J and T : X → X be a

given mapping. Assume that the following conditions are satisfied:

(P1) θ(2t) = 2θ(t) for all t ∈ [0,∞);

(P2) the mapping T satisfies

p(Tx,Ty) ≤ θ(p(x,y)) +L

[

N(x,y) − p(y,y) +p(Tx,Tx)
2

]

for all x,y ∈ X, where N(x,y) := min{p(x,Tx),p(y,Ty),p(y,Tx)} and

L ≥ 0.

Then the following assertions hold:

(i) T has a fixed point z ∈ X;

(ii) p(z,z) = 0.

(8) Let (X,p) be a complete partial metric space and T : X → X be a given

mapping. Suppose that there exists a function λ ∈ Λ1
T such that

p(Tx,Ty) ≤ λ(x)p(x,y) (5.0.1)

for all x,y ∈X. Then T has a unique fixed point z ∈X. Moreover, we have

p(z,z) = 0.

(9) Let (X,p) be a complete partial metric space and T : X → X be a given

mapping. Suppose that there exists a function λ ∈ ΛT such that

p(T 2x,Tx) ≤ λ(Tx)p(Tx,x) (5.0.2)

for all x,y ∈X. Then T has a unique fixed point z ∈X. Moreover, we have

p(z,z) = 0.
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(10) Let (X,p) be a complete partial metric space and T : X → X be a given

mapping. Suppose that there exists a function λ ∈ ΛT such that

p(Tx,Ty) ≤ λ(x)p(x,y) +L

[

N(x,y) − p(y,y) +p(Tx,Tx)
2

]

(5.0.3)

for all x,y ∈X, where N(x,y) := min{p(x,Tx),p(y,Ty),p(y,Tx)} and L≥ 0.

Then T has a unique fixed point z ∈ X. Moreover, we have p(z,z) = 0.

In Chapter 4, we prove some results of generalization of the Banach

and Kannan type contraction in the setting of M -metric space and also give a

partial answer to Open problem 1.0.15 concerning a fixed point for Chatterjea

contraction mappings as follows:

(1) Let (X,m) be a complete M -metric space and T :X →X be an α-m-Banach

contraction mapping satisfying conditions:

(i) T is a weakly α-admissible mapping;

(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and

xn → x as n→ ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N.

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X
such that Tx∗ = x∗.

(2) Let (X,m) be a complete M -metric space and T :X →X be an α-m-Kannan

contraction mapping satisfying conditions:

(i) T is a weakly α-admissible mapping;

(ii) there exists x0 ∈ X such that α(x0,Tx0) ≥ 1;

(iii) If {xn} is sequence in X such that α(xn,xn+1) ≥ 1 for all n ∈ N and

xn → x as n→ ∞, then α(x,x) ≥ 1 and α(xn,x) ≥ 1 for all n ∈ N.

Then the fixed point problem of T has a solution, that is, there exists x∗ ∈X
such that Tx∗ = x∗.
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(3) Let (X,m) be a complete M -metric space and let T :X →X be a mapping

satisfying the following condition:

∃k ∈
[

0,
1
2

)

such that m(Tx,Ty) ≤ k[m(x,Ty)+m(Tx,y)] for all x,y ∈X.
(5.0.4)

If there is x0 ∈X such that

m(T nx0,T
nx0) ≤ m(T n−1x0,T

n−1x0) (5.0.5)

for all n ∈ N, then T has a unique fixed point. Moreover, if the Picard

sequence {xn} in X which is defined by xn = Txn−1 for all n ∈ N such that

x0 is an initial point in condition (4.3.2), then {xn} converges to a fixed

point of T .
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