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Abstract 
 

SOCIAL MEDIA TEXT CLASSIFICATION BY ENHANCING THE              
WELL-FORMED TEXT TRAINED MODEL 

by 
  PHAT JOTIKABUKKANA 
  Bachelor of Engineering (Computer Engineering), Mahidol University, 2000 

Master of Engineering (Information and Communication Technology for Embedded 
System), Sirindhorn International Institute of Technology, Thammasat University, 
2015 

 
Social media mining is an important process to extract beneficial 

information from social media. Classification is a major task for this process while it is 
so difficult to deal with vast and noisy data like social media text, many slangs, argots, 
and absent words. I focused on utilizing a vector space model, and well-formed text 
source to generate an initial model for the social media text classification. This kind of 
data source like online news articles are primarily proofed and classified by publishers. 
A bag-of-words which contained high quality and variety of words could generate well 
and stable word vector. Moreover, machine be learned classes of online news as self-
learning classes of the model automatically. Term Frequency Inverse Document 
Frequency (TF-IDF) and Word Article Matrix (WAM) are used as main techniques to 
extract keywords and build the beginning vector space model. Set of keywords be used 
to search Twitter message text to enhance the model by newly found words from the 
social media. The TF-IDF merging with terms weighting parameter is considered to 
grant more weight for the new terms. I iterated this procedure until I found the proper 
state of the model which generated the promising result, Precision, Recall, and F-
measure score are stable nearly 100%. Finally, the model was updated three times and 
found the accuracy of the model at 99.79%, average Precision at 99.31%, average 
Recall at 99.28%, and average F-measure at 99.28%. 

 
Keywords: social media text, well-formed text, online news, self-learning, Term 
Frequency-Inverse Document Frequency (TF-IDF), Word Article Matrix (WAM).  
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Chapter 1 
Introduction 

 
“The golden age of Social Media Mining is now. A large amount of useful data 

could be dug freely. However, a classification task for this kind of data is arduous to 
deal with. The utilization of well-formed text source as primary state and model 
enhancing by the social media text itself, relevant update, is an interesting concept to 
discover as the effective solution.” 
1.1 Objective 

Nowadays, a number of social media active users is soared up dramatically, 
more than 2 billion accounts compared with a number of people in the world at 7.2 
billion [1]. People have used this kind of tool to express their opinion freely. In addition, 
many mass media already used this channel to broadcast their news and information. 
We can see a large amount of useful information and comments from the social media 
which can generate a huge impact in the real social in many dimensions: business, 
politics, socialization, disaster awareness, etc. Many researchers and decision makers 
have aimed their attraction to this novel data source.  Twitter is one of the most popular 
social media communication tools. There are more than 300 million active users with 
around 350,000 Twitter message (tweets) per minute, 500 tweets per day [2], and 
average 95% growth in active users through 2014 [3]. Moreover, the tweets data 
structure and support API are very helpful and convenient for researchers to deal with. 
The tweet is created as JSON file format with 140 characters limited text file [4]. 
Furthermore, the Twitter search API is a very useful programming interface to collect 
our required information from Twitter with 180 queries per 15 minutes windows [5] 
and last seven day search back as its limitation [6]. So, these are the main reason that I 
decided to use Twitter as main data source to do experiment related to the social media.  

Social media mining is a morning star of information science field in this digital 
information era. The major challenge is analyzing short message text like tweets. It 
looks like colloquialism text, compared with written document, a lot of informal 
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languages, slang, and absent words. So, classification process for this kind of data is 
very difficult to handle. I am concerned about this problem and would like to find an 
effective algorithm to classify the social media text productively.  
 
1.2 Scopes 

In my experiment, I decided to utilize a vector space model and well-formed 
text source to build an initial model for classification. Quality of words, variety of 
words, and coverage area of words in each considered category are important factors of 
model efficiency. Online news article, well-formed text, is a very useful data source. It 
contains written format text which already proofed and classified by publishers. We can 
extract all terms, and news category into bag-of-words related to its category. The 
online news categories become model classes with a sense of human familiarity 
automatically as a self-learning concept, e.g. economic, entertainment, foreign, 
lifestyle, politic, social, sports. Term Frequency–Inverse Document Frequency (TF-
IDF) is used to glean all terms from the online news articles with their significant values 
to create Word Article Matrix (WAM), one kind of vector space model, as the 
beginning model. The quality and variety of words from the well-formed text source 
generates efficient word vectors. A relative update with terms from Twitter, search by 
keywords from the well-formed text, is used to enhance the model in part of the 
coverage area expansion for each class.  The significant word from the social media 
which never appear in the formal text, abbreviation, argot, slang, hashtag, is the 
important factor to increase the model efficiency. The iteration of model update can 
also increase the model accuracy for the social media text classification until we found 
the stable state of the model, accuracy, precision, recall, and F-measure are nearly 
100%. 
 
1.3 Limitations 

As social media text, tweets, and online news articles are the time series 
information, terms and keywords will be changed by the real social events and 
interestings in any research period. And refer to a seven days search back is a main 
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limitation of the Twitter Search API [6], all processes in this experiment need to be 
done within 7 days period. Another solution is capturing all tweets and online news 
articles as snap shot databases. Then data analyzing and evaluating could be done 
precisely. 

Another concern is a specification of the computer to run a model in this 
experiment. As a vector space model, bag-of-words, concept, the model will generate 
a very large matrix of terms and articles with a lot of floating point computation. The 
computer memory, and the CPU speed are the first and second concerns respectively. 
More main memory, 8GB or higher, and high CPU speed could reduce the 
computational time dramatically.  

In Section 2, related research works are explained. In Section 3, my approach 
and main techniques are described. Then, in section 4, the experiment result is 
illustrated and discussed. Finally, in Section 5, a conclusion of this experiment and a 
discussion of a future work is shown. 
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Chapter 2  
Literature Review 

 
“Many techniques are proposed for Social Media Text Classification task. The 

Vector Space Model, Word Article Matrix (WAM), is one of the most effective algorithm 
to handle this difficult job.” 

 
A number of recent papers have addressed the social media text classification. 

Irfan et al. [7] review different text mining techniques to discover various textual 
patterns form the social web. In social media, people always use informal conversation, 
wrong spelling and inaccurate grammatical sentence. Using unstructured or semi-
structured language may leads to different types of ambiguities such as lexical, 
syntactic, and semantic [8]. Therefore, a critical task is extracting logical pattern with 
precise information from this kind of unstructured data. Text mining become more 
complex as compared to datamining due to unstructured and fuzzy nature of natural 
language text [9]. Many text mining techniques are purposed in the past few year to 
extract significant text pattern from online data sources. However, many of existing 
research papers did not mentioned the pre-processing phase. Irfan et al. [7] mentioned 
the pre-processing in the text mining as an important phase for the simplification of text 
mining process. The “garbage in garbage out” problem may ocuur if the text has not 
been considered carefully [10]. Unstructured text may leads to poor text analysis which 
affects the accuracy of the model [11]. Two basic methods of the text pre-processing: 
(a) feature extraction and (b) feature selection, are reviewed. The Feature Extraction 
(FE) can be separated as Morphological Analysis (MA), Syntactical Analysis (SA) and 
Semantic Analysis (SA). Dealing with individual worfs which represented in a text with 
tokenization, removing stop word and word stemming are main process of MA. The 
Sysntactical Analysis deals with Part-Of-Speech tagging (POS) and parsing which 
usually used to add contextually related grammatical knowledge of a single word in a 
sentence. The POS tagging based on dictionarires [12], rule based morphological 
analysis and stochastic model such as Hidden Markov Model (HMM), is the most 
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promising approach. While, the WordNet [13] and the SentiWordNet [14] are used to 
find meaning, synonym, and emotion measuring as a keyword spotting technique. In 
addition, the semantic network is introduced as a new paradigm to overcome the 
limitation of keyword spotting technique to achieve true understanding [15]. The 
Feature Selection (FS) is used to eliminate unrelated information from the considerd 
text. FS selects important features by scoring the words. The importance of the word in 
the document is represented by the identified score [16]. Term Frequency-Inverse 
Document Frequency (TFIDF) is a widely used technique to calculate feature vectors 
and relevancy of word in a document as a vector space model, text document [17]. 
Laten Semantic Indexing (LSI) and Random Mapping (RM) are another two commonly 
used technique to improve the lexical matching and similar words extraction [18]. The 
text mining using classification with various algorithm, machine learning based and 
ontology based, also hybrid approach are reviewed. The machine learning based text 
classification consists of Rocchio Algorithm (RA), Instance Based Learning Algorithm, 
Decision Tree (DT) and Support Vector Machine (SVM), Artificial Neural Network 
(ANN), and Genetic Algorithm (GA). The ontology based text classification introduces 
explicating of conceptualization based on concepts, descriptions and the semantic 
relashionship [19]. It is categorized as (a) Domain Ontology (DO), concepts and 
relashionship in particular domain, and (b) Ontology Instance (OI), related with 
automatic generation of web pages [20]. I found that there is no algorithm perform as 
the best one for all kind of data set. For better performance of the hybrid approach, 
several parameters need to be defined in advance. 

 Patel et al. [21] review the different types of classifiers used for text 
classification and having an eye on their advantages and disadvantages. The definite 
task in the classification is text representation, represented by collecting the set of 
features. Bag-of-words is represented as the set of owrds presence in the documents 
and their significant score, allied frequency of weights [22]. Document Frequency 
Threshold, Information gain, Mutual information, and Chi-square statistics are used as 
the feature selection methods. Six different algorithm are reviewed: Bayesian Classifier 
(BC), Decision Tree (DT), K-nearest neighbor (K-NN), Support Vector Machine 
(SVM), Neural Network (NN), and Rocchio’s. BC is the most commonly used 
technique. The main idea is to find a probability of which class that document will 
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belong to. This technique is used for anti spam filtering and it works well in supervised 
leraning environment. DT designes a hierarchical decomposition of the data space. 
Single attribute split, Similarity-based multi-attribute split, and Dimensional-based 
multi-attribute split are kinds of splits in the DT which are implemented in the text 
context tend to be small variations compared to ID3, C4.5 for the purpose of the text 
classification [22]. K-NN calculates the Eucledian distance or Cosine similarity 
between test document and each neighbor. It is a case-based learning algorithm which 
the optimal k value is very difficult to find out. SVM will identify the linear hyper plane 
that maximize the margin. The representatives of document which are nearest to the 
decision surface be called as the support vector. NN consists of a large number of 
neurons nodes, processing elements which working accordingly to slove any specific 
problem. This technique can slove nonlinear separable case effectively. Rocchio’s is 
implemented by using relevant feedback method. Synomym can be interpreted by 
manipulating the document using the relevant feedback method, an iterative process. 
Finally, I found that the common disadvantage of all algorithm is performance. Some 
of them are easy to implement while their performance is very poor. Some of them 
perform greatly but they needs more time to train and tune parameters. 

Lee et al. [23] classify Twitter Trending Topics with two approaches for topic 
classification; the well-known Bag-of-Words approach for text classification, and 
network based classification. They identified 18 classes themselves and classify the 
Trending Topics into these categories. In text-based classification, word vectors are 
constructed with trending topic definition and tweets. The TF-IDF weighting technique 
is used to classify the topics using a Multinominal Naïve Bayes (NB) [24]. In network-
based classification, top 5 similar topics based on the number of influential users are 
identified. The categories of the similar topics and the number of common influential 
users between the given topic using C5.0 decision tree learner. As the final result, 
network-based classifier perform significantly better than text-based classification.  

Kateb et al. [25] discuss methods which overcome stream data problem of 
classify short text in social media. In classification techniques section, they present a 
useful issue that need to be considered before text classification in general; 1. Define 
the research goal. 2. Does speed matter? 3. What is the size of the data? The algorithm 
should be fast and efficient. It is difficult to achieve both of them at the same time with 
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stream data. The incoming data need to bemeasured in order to select the best fit 
algorithm [26]. In the challenge of short text classification section, they discuss about 
advantages and drawbacks of current approaches which working on Twitter data. Many 
researchers combine many tweets as a single document to extract the significant 
keywords and summarize the document. Some researchers collect tweets based on time 
frame as a daily document to measure the topic’s popularity, and perform time series 
analysis to track topic appearance in each document [27]. Another approaches, single 
tweet is considered as one document.  This concept is used for a sentiment analysis 
purpose. They also discuss the way to overcome difficulties in classifying short text 
like tweets. Enriching the Twitter posts is the method to make short text to be longer 
one. The related content is needed to be added into the target tweets. Enriching 
procedure with using an internal sources can be done by extracting word synonyms 
from tweets. WordNet and word semantic analysis are the main technique to handle 
this case. In contrast, enriching procedure with an external sources can be done by using 
the external content such as news articles. This approach links a tweets to the content 
of news articles found at the URL in the tweets itself. The purpose is to understand the 
meaning of hashtags or ambiguous content in the tweets. They measure the similarity 
between a tweet and news article with TF-IDF score [28]. From these concerned issues, 
I can locate a suitable technique (classification, regression or clustering) and suitable 
algorithm for conducting our experiment. 

Chirawichitchai et al. [29] compare six methods of feature weight in Thai 
document categorization framework. Boolean, TF, TF-IDF, TFC, ltc, and Entropy 
weighting are evalated. The evaluation is done by using Thai news articles corpus with 
three supervised learning classifiers, SVM, DT, and NB. They found ltc weighting with 
SVM yielded the best performance for Thai document categorization.  

Theeramunkong et al. [30] propose a multi-dimensional framework for 
classifying text documents. This framework classifies each text document in a 
collection using multiple predefined sets of categories. Each set corresponds to a 
dimension. This approach can slove a text document problem with a large number of 
classes or a large hierarchy. KNN, NB, and centroid-based classifiers are used to 
evaluate this framework. Finally, classifying text documents based on a multi-
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dimensional category model by using the multi-dimensional-based and hierarchy-based 
classifications beat the flat-based classification.  

Viriyayudhakorn et al. [31] compare four divergent thinking support engines 
using the associative information extracted from the Wikipedia. They use Word Article 
Matrix (WAM), a vector space model, to compute association function. WAM is 
commonly a very large sparse matrix of which columns are indexed by words and row 
are indexed by names of documents. The similarity function, inner product, is used to 
verify the associated calss of any queries. It is the useful and effective technique for 
divergent thinking support. 

Sornlertlamvanich et al. [32] propose a new method to fine tune the model 
trained from some known documents containing richer context information. They use 
WAM to classify text and track keywords from social media to understand the social 
movement. TF-IDF is used to assigned words score, and find the keywords from tweets. 
WAM with cosine similarity measure is an effective way for text classification. 

After reviewing related literatures, there are a lot of techniques for social media 
text classification. While all algorithms still have some complex issues related to their 
performance. This reason inspire me to adapt some useful techniques to be a novel 
simple way to effectively classify social media text with a sense of human familiarity. 
Viriyayudhakorn et al. [31] and Sornlertlamvanich et al. [32] just use WAM for their 
specific purposes, the divergent thinking support and keywords tracking, while I focus 
on using WAM to classify the social media text with the additional techniques of text 
classes self-learning (semi-supervised learning) and enhancing WAM model by the 
specific keywords from the social media until it come to be the most suitable model for 
the social media text classification [33] as I describe as follows. 
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Chapter 3 
Experiment 

 
“The quality of bag-of-words: correctness, variety, coverage area of words, is 

considered as the main important success factor for the Vector Space model. The initial 
step with the online news articles utilization with self-learning class concept, the 
relevant updating to enhance model productivity, and iteration of model updating until 
model be the most suitable one for the social media text classification are proposed as 
the complete solution.” 

There are three main parts of this experiment. First, main concept, a whole idea 
to conduct the experiment. Second, main techniques which I have used. Third, my 
approach model for the efficient social media text classification. 
 
3.1 Main Concept 
 
 The quality of bag-of-words: correctness, variety, coverage area of words, is an 
important factor to build the effective vector space model for classification process. 
Main idea of this experiment is utilizing the well-formed text, online news articles, as 
a primary data source to create a productive beginning Word Article Matrix (WAM), 
one kind of the vector space model as shown in Figure 1.  

 
Figure 1 The initial WAM from the online news articles.  
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A bag-of-words of each news category, model classes, such as economic, 
entertainment, foreign, lifestyle, politic, social, sports, etc., generate a stable document 
vector/ news category vector for its class. There is a group of specific terms, terms with 
high TF-IDF score, in each category which should be a good representative for its 
category when we consider the similarity value. For example, terms “soccer” must have 
highest TF-IDF score in “Sports” class when “Prime Minister” must have the highest 
score in “Politic” class. The model efficiency depends on numbers of specific 
words/terms in each class which we call “coverage area of words”.  

Then, the model be enhanced by more specific and suitable words, coverage 
area expansion, from related tweets which searched by keywords from the initial WAM, 
top 10 keywords with highest TF-IDF score per each class: totally 70 keywords. We 
call this process as “Relevant update” by using “Normalized TF-IDF Merging 
Operation with Specific Terms Weighting Technique”. The model be updated to be a 
Modified WAM (MWAM) as shown in Figure 2 and Figure 3. 

 

 
Figure 2 The tweets WAM from the related tweets.  
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Figure 3 A Relevant Update, the model enhancing process.  
 
 The iteration process of the MWAM updating be done until the model can 
classify the social media text, tweets, efficiently. For evaluation process and total 
amount of Training Dataset, Test Dataset, I will describe in an Approach Modelsection, 
after Main Techniques section, as follows. 
 
3.2 Main Techniques 

3.2.1 Web Crawler 
         Retrieving news articles from online news websites, we need a main 

operation like a web crawler, robot or spider [34]. At present, there are many web 
crawler techniques for researchers or developers to deploy such as complete crawler 
application, crawler API/libraries, open-sources, etc. Moreover, all websites are used 
HTML, XML, and CSS framework as a main structure. We need to verify the target 
web’s structure before choosing the tools and extract our required information. In this 
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experiment, I decided to use a “wget” command in Linux to collect the online news 
articles in HTML format as shown in Figure 4. Then, I used the XML Path (XPath) 
Query Technique, HTML Parser Libraries, in Python programming coding to extract 
the online news articles and news content in pure text format. Finally, the online news 
articles be filtered into their category properly.  

 

 
Figure 4 A simple Linux command, “wget”, for web crawling.   

  
3.2.2 Word Segmentation 
         A crucial step for text mining is Word Segmentation. Words boundary 

should be verified before using them as the input of machine learning. Dealing with 
Thai language in the online news articles and tweets, we need a Thai Word 
Segmentation tool because Thai language does not use space between words in 
sentence. I decided to use Thai Word Segmentation with maximal matching in 
dictionary technique [35]. I also updated a dictionary file with recent words, important 
person names, present events, major places and point of interests. Therefore, I got the 
promising result of word segmentation, high quality of words, before utilizing them as 
the input of the model.  
  

3.2.3 Term Frequency-Inverse Document Frequency (TF-IDF) 
         Nowadays, there are many weighting schemes to consider such as TF-IDF 

weighting, Term Frequency (TF) weighting, Boolean weighting, tfc weighting, ltc 
weighting, and Entropy weighting [29]. The TF-IDF is the widely used technique to 
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extract the keywords from documents. It is composed of 2 terms, Term Frequency (TF) 
and Inverse Document Frequency (IDF). The TF is computed from the number of times 
a word appears in a document, divided by the total number of words in that document. 
It can defines as a counting function [36] (1).  
 

,ݐ)ܨܶ                                             ݀) =  ,ݔ)ݎ݂ ௫ ∈ ௗ(ݐ                                              (1)   
                                The ܶݐ)ܨ, ݀) is actually the total number of the term t that appears in the 

document d, and the ݂ݔ)ݎ,  :is a simple function defined as (2) (ݐ
 

,ݔ)ݎ݂                                              (ݐ = ൜ 1, ݔ ݂݅ = ݐ
0,                          (2)                ݁ݏ݅ݓݎℎ݁ݐ

 
         The IDF is defined as the logarithm of the number of all documents in a 

collection divided by the number of documents which the observed term appears (3).  
 

(ݐ)ܨܦܫ                                       = ݈݃ ||
ଵା|ሼௗ:௧ ∈ ௗሽ|                                      (3)

 
         The 1+ |ሼ݀: ∋ ݐ  ݀ሽ| is the number of documents where the term t appears, 

when the term-frequency function satisfies ,ݐ)ܨܶ  ݀) ≠ 0, we apply “1 +” to avoid 
divide by zero case. Then, the TF-IDF formula is defined as (4): 
 
ܨܶ                                               − (ݐ)ܨܦܫ = ,ݐ)ܨܶ ݀)  ×  (4) (ݐ)ܨܦܫ  

  
          From this useful technique, I can extract the essential keyword terms from 
each news category to be the keyword set to search the related tweets for model 
enhancing. In addition, these terms with TF-IDF score should be the representative of 
their class/category when we consider the similarity value of any queries. 
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3.2.4 Normalized Term Frequency-Inverse Document Frequency Merging 
(Normalized TF-IDF Merging) with Specific Terms Weighting Technique 

         The problem when dealing with different weight corpuses is finding an 
exact terms weight. The standard solution for this problem is normalization, unit vector 
consideration as L2-normalization or also known as Euclidean normalization. As I used 
the TF-IDF weighting technique to specify significant terms weight values, 
normalization value of TF-IDF of each term should be calculated. For example, term 
“soccer” from the online news articles has the TF-IDF value at 0.55, in a class “Sports”. 
This value be normalized by using word vector normalization (5) (6), and final result is 
shown in Figure 5, L2-normalization factor is 0.56 ,the final normalized TF-IDF of term 
“soccer” is 0.98.  
 
                                       ||ܺ||ଶ = ට ଵܺଶ + ܺଶଶ + ܺଷଶ + ⋯ + ܺଶ                            (5) 
 

         The  ||ܺ||ଶis the Euclidean norm factor, L2-normalization. The ଵܺ, ܺଶ, … , ܺ   
are the TF-IDF value of terms (1) to terms (n) in the corpus. 
 
 
ܨܶ                                              − ௧()ܨܦܫ = 

||||మ                                             (6) 
 

         The ܶܨ −  .௧()  is the normalized TF-IDF value of the term (i)ܨܦܫ
While ܺ is the TF-IDF value of term (i) and  ||ܺ||ଶ is the L2-normalization factor of 
the corpus.  
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Figure 5 A normalized TF-IDF calculation example.  

          After, the tweets WAM is created by related keywords Twitter searching, 
we can find the exact significant TF-IDF value of term “soccer” by using “Normalized 
TF-IDF Merging with Specific Terms Weighting Technique”. The Alpha weighting 
parameter is deployed as (7).  
 

ܨܶ ݈ܽ݊݅ܨ − (݅)݉ݎ݁ݐ ܨܦܫ
= (1 − (ℎ݈ܽܣ ∗ ܨܶ ݈݀݁݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (ݏݓ݁݊ ݈݁݊݅݊

(ℎ݈ܽܣ) +                                      ∗ ܨܶ ݀݁ݖ݈݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (7)           (ݏݐ݁݁ݓݐ
          Main idea of using Alpha weighting parameter is we need to have more 
focus on terms from tweets, because we are now focusing on the social media text 
classifying. Terms from the social media should matched and proper to enhance the 
model efficiency. As an example, normalized TF-IDF value of term “soccer” in the 
initial WAM is 0.98, and normalized TF-IDF value of term “soccer” in the tweets 
WAM is 0.99. I set the Alpha value at 0.7, proper value of Alpha: I will discuss again 
in Experiment Result and Discussion section. Finally, the final TF-IDF value of term 
“soccer” when I merged these two WAMs into the modified WAM is 0.987, [(1-
0.7)*0.98 + (0.7)*0.99] as shown in Figure 6. 
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Figure 6 An example of Normalized TF-IDF Merging with Specific Terms Weighting 
Technique.  

3.2.5 Word Article Matrix (WAM) 
         WAM is a significant data structure [31]  in the Generic Engine for 

Transpose Association (GETA). It creates a large matrix of weighted relation between 
documents and keywords which rows are indexed by names of documents (articles) and 
columns are indexed by words(terms), keywords from the documents. Keywords in a 
document are counted to fill in the table as shown in Figure 7(a).We generate the initial 
WAM (i-WAM) by using the normalized TF-IDF value of each word. The i-WAM with 
the normalized TF-IDF values will be shown in Figure 7(b). The documents and words 
are represented in the form of vector. The values in each row is the vector of words to 
represent a document. Assuming that there is a query: “You can run the Business 
Intelligence Wizard to create currency conversion calculations”. This query is 
converted into a model of word vectors shown in Figure 7(c). 
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Figure 7 A Word Article Matrix’s example. 

 
         The set of documents in a corpus is viewed as a set of vectors in a vector 

space. Each term will have its own axis. Using the cosine similarity technique [37] we 
can find out the similarity between any two documents (8). 

 
,1݀)ݕݐ݅ݎ݈ܽ݅݉݅ܵ ݁݊݅ݏܥ                         ݀2) = ௗଵ.ௗଶ

ห|ௗଵ|ห∗||ௗଶ||          (8)
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         The 1݀)ݕݐ݅ݎ݈ܽ݅݉݅ܵ ݁݊݅ݏܥ, ݀2) is a similarity value between document 
݀1 and ݀2, where ݀1. ݀2 is a dot product of document vector ݀1 and ݀2. The ห|݀1|ห ∗
||݀2|| is a Euclidean length of document vector ݀1 and ݀2. 

         Lastly, we calculate the cosine similarity values and get a result of an 
example query as shown in Figure 7(d). As the weight of a word “Intelligence” in 
Information Technology (IT) category is high, 0.95, the result of operation shows that 
the query is more likely to be for the document of IT, which produces the highest cosine 
similarity score at 0.768. 
 
3.3 Approach Model 

As the quality of bag-of-words: correctness, variety, coverage area of words, is 
considered as the main important success factor for the Vector Space model. The initial 
step with the online news articles utilization with self-learning class concept, the 
relevant updating to enhance model productivity, and iteration of model updating until 
model be the most suitable one for the social media text classification are proposed as 
the complete solution as shown in Figure 8.  
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Figure 8 A full approach model. 

3.3.1 The Online News Articles Retrieving  
         As a primary training dataset of the model, the online news articles are 

crawled and extract into their seven categories automatically: economic, entertainment, 
foreign, lifestyle, politic, social, and sports.  Thairath Online News Website [38] is the 
main data source for this experiment. Totally, I got 3,548 news articles, economic: 507 
articles, entertainment: 501 articles, foreign: 505 articles, lifestyle: 502 articles, politic: 
515 articles, social: 514 articles, sports: 504 articles as shown in Table 1. 

Table 1 A number of retrieved online news articles. 
Online News 
Articles 

Number of 
Articles 

Number 
of Words 

Number of 
unique Words 

Economic 507  
 
 

55,485 

 
 
 

22,527 
Entertainment 501 
Foreign 505 
IT 502 
Politics 515 
Regionals 514 
Sports 504 
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          From this training dataset, Word Segmentation tool, and TF-IDF 
technique are used to extract totally 55,485 words, 22,527 unique words, no duplicated 
bag-of-words, for building the primary model, the i-WAM. The conjunction word 
removing algorithm is use to eliminate Thai conjunction words such as “ถ้า”, “ก็”, “เชน่”, 
“นี Ê”, “นั Êน”, etc. The main characteristic of most Thai conjunction words is less than 4 
characters combining. So, I used this value as a criteria to remove the conjunction words 
in my coding. Finally, the i-WAM is created with a bag-of-words of each news category 
(model’s class) which be the stable 7 document vectors, EC: economic, EN: 
entertainment, FO: foreign, LI: lifestyle, PO: politic, SO: social, and SP: sports. 
 3.3.2 Related Tweets Retrieving 
          Top 10 terms with highest normalized TF-IDF score in each category, 
totally 70 keywords, be the keywords for related tweets searching, through Twitter 
Search API. This tweets be filtered and tagged into each class, 7 classes: EC, EN, FO, 
LI, PO, SO, and SP, by human annotation. Three staffs are applied to do this job to 
reduce a bias concerned issue. The Fleiss’ kappa statistics [39] is used to measure the 
reliability of tweets message, and highest vote score be an algorithm to determine the 
ambiguous tweets to tag into the right class. For example, tweets: “Thai Prime minister 
took selfie photos with N’Mae Rachanok. #NongMae#Champion#Badminton” (N’Mae 
or NongMae is a famous Thai’s female badminton player), the K value of Fleiss’ kappa 
statistics is calculated and show the value at 0.60, moderate agreement, and  2 
annotators tagged is tweets into SP: sports class, while 1 annotator tagged this tweets 
into PO: politic. So, the final class of this tweets should be “SP: sports”. 
           In this experiment, related tweets searching is done for 4 times. First, the 
related tweets searching by the keywords set from the i-WAM, 21,000 tweets: 3,000 
tweets per each class. Second, the related tweets searching by the keywords set from 
the MWAM1, 21,000 tweets: 3,000 tweets per each class. Third, the related tweets 
searching by the keywords set from the MWAM2, 21,000 tweets: 3,000 tweets per each 
class. The first three times of tweets search is used to build a Training Dataset to 
enhance the model efficiency as shown in Table 2.  
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Table 2 A number of retrieved tweets as Training Dataset. 
Related 
tweets 

Number of 
tweets1 

Number of 
tweets2 

Number of 
tweets3 

Economic 3,000 3,000 3,000 
Entertainment 3,000 3,000 3,000 
Foreign 3,000 3,000 3,000 
IT 3,000 3,000 3,000 
Politics 3,000 3,000 3,000 
Regionals 3,000 3,000 3,000 
Sports 3,000 3,000 3,000 
Total 21,000 21,000 21,000 

 
          Nature of tweets is diverse and noisy. We usually found duplicated tweets 
as re-tweets, and rude tweets or useless tweets as junk tweets. For example, junk tweets 
could be like this “@name: just boring” or “@name:!@#xx%^” or “@name: what the 
hell is going on!”. We need to sanitize or clean related tweets before using them as a 
good training dataset.  

         After tweets filtering and tagging process, duplicated tweets and junk 
tweets are cleared. Then, Word Segmentation, and TF-IDF technique are used to extract 
keywords and define the significant value of each terms again. Finally, the total number 
of clean tweets which suitable for model training, and number of words, no duplicated 
words are shown in Table 3. The number of tweets for each class are nearly the same, 
around 900 – 1,000 tweets per class. Balancing number of tweets per class is important 
to train the model into more reliable model. 

Table 3 A number of clean tweets, number of words and number of unique words. 
Related 
tweets 

Number of 
clean tweets 

Number of 
all words 

Number of 
unique words 

Tweets1 6,822 11,102 8,429 
Tweets2 6,531 10,024 7,935 
Tweets3 6,718 11,054 8,219 

 
         The last one, fourth, the related tweets searching by three annotators, any 

keywords they want to search to fit into 7 classes: no induction of keywords from the 
model, 20,000 tweets: as a “Test Dataset” for evaluation as shown in Table 3. The test 
dataset is separated into two groups. First, filtered test dataset: tweets which filtered all 
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duplicated and junk. Second, no filtered tweets: real tweets contain retweets and junk 
for real test. I need to verify the model classifying capability compare with the human 
filtering skill. The result of this idea be shown in Result and Discussion section. 

Table 4 A Test Dataset. 
Test Dataset tweets Number of tweets 
Test Dataset1 (Filtered Tweets) 6,339 
Test Dataset2 (Raw Tweets) 20,000 

 
 3.3.3 Model Enhancing, WAM Merging 
          The initial model, iWAM, be enhanced by merging between the iWAM 
and Tweets WAM1 to be the modified WAM1 (MWAM1). The normalized TF-IDF 
merging technique with specific terms weighting technique are used to update the 
model. Merging process uses all of words in the i-WAM and updates no duplicated 
words to fill into the MWAM. Then, the final TF-IDF value of each terms are calculated 
as shown in Figure 9. 

 
Figure 9 A MWAM1 creation. 
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         The MWAM1 is created by the i-WAM merging with the TweetsWAM1. 
The specific terms weighting formula will be (9). The Alpha value is tested from 0.5 to 
0.9, the incremental step is 0.1, to find the best result. 

ܨܶ ݈ܽ݊݅ܨ − (݅)݉ݎ݁ݐ ܨܦܫ
= (1 − (ℎ݈ܽܣ ∗ ܨܶ ݈݀݁݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (ݏݓ݁݊ ݈݁݊݅݊

(ℎ݈ܽܣ) +                                      ∗ ܨܶ ݀݁ݖ݈݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (9)           (1ݏݐ݁݁ݓݐ
         Then the iteration of model updating is performed until the most 

productive model is created, accuracy, precision, recall, and F-measure score are stable 
nearly 100%. Therefore, the MWAM(n) is created by the i-WAM merging with all 
tweets WAM, the TweetsWAM1+... +TweetsWAM(n). The specific terms weighting 
formula will be (10). The Alpha value is tested from 0.5 to 0.9, the incremental step is 
0.1, to find the best result. 

ܨܶ ݈ܽ݊݅ܨ − (݅)݉ݎ݁ݐ ܨܦܫ
= (1 − (ℎ݈ܽܣ ∗ ܨܶ ݈݀݁݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (ݏݓ݁݊ ݈݁݊݅݊

(ℎ݈ܽܣ) +                                   ∗ ܨܶ ݀݁ݖ݈݅ܽ݉ݎܰ − :݅)݉ݎ݁ݐ ܨܦܫ  (10)         (ݏݐ݁݁ݓݐ ݈݈ܽ
 3.3.4 Evaluation Process 
          A confusion matrix is used to evaluate the performance of my 
classification model, WAM. There are two test dataset, filtered tweets with 6,339 
tweets, and raw tweets with 20,000 tweets to evaluate all model, 8 times evaluation. 
The evaluation concept is shown as Figure 10.  
          The test dataset1 (filtered tweets) evaluates the i-WAM.    
          The test dataset1 (filtered tweets) evaluates the MWAM1. 
          The test dataset1 (filtered tweets) evaluates the MWAM2. 
          The test dataset1 (filtered tweets) evaluates the MWAM3. 
          The test dataset2 (raw tweets) evaluates the i-WAM.    
          The test dataset2 (raw tweets) evaluates the MWAM1. 
          The test dataset2 (raw tweets) evaluates the MWAM2. 
          The test dataset2 (raw tweets) evaluates the MWAM3. 
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Figure 10 An evaluation concept. 
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Chapter 4  
Experiment Result and Discussion 

 
“The initial WAM, primary model which built from the online news articles, 

with 22,527 unique terms generate a good result. Nevertheless, the modified WAM, 
enhanced model by relevant update of specific terms from the social media text itself, 
generate a promising result, especially when the iteration of model updating is done by 
3 times to the MWAM3 with 39,952 unique terms.” 
4.1 Preliminary Testing 

As the social media text classification is a challenge task, the remarkable 
question is raised when the experiment is conducted; “Is the beginning model created 
from tagged tweets be better than the beginning model created from the online news 
articles? Should words/terms from the social media text itself be more matched with 
the social media text classification job?” I do the preliminary testing to proof my main 
idea that the primary model created from the online news articles is better than the 
model created from tagged tweets. 

After testing, 142,000 raw tweets are filtered duplicated and junk tweets to be 
42,000 clean tweets, and tagged into 7 classes by manual labor.  This clean tweets 
contain 8,842 terms as the bag-of-words of the model, and generated the primary model 
with 97.34% accuracy. All process of tagged tweets model building consumed a large 
amount of time, 24 hours: 3 days with 8 hours per day. Most of time consuming is 
filtering and tagging task. While, the primary model created from the online news 
articles, 3,000 articles with 22,527 unique terms, generated the result at 98.57% 
accuracy. Moreover, this process consumed only 4 hours. All details is shown in Figure 
11.  
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Figure 11 A performance comparison between a Primary Tagged Tweets WAM and a 

Primary Online News Articles WAM. 
 
 In addition, most evaluation score of the primary model created by the online 
news articles beat the primary model created by the tagged tweets as shown in Figure 
12. These testing information is the reasonable support reason that the online news 
articles is a proper source to create the primary model of the social media text 
classification.  
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Figure 12 An evaluation score comparison between a Primary Tagged Tweets WAM 

and a Primary Online News Articles WAM. 
 
4.2 The Most Suitable Specific Terms Weighting Parameter (Alpha) Value for the 
Model Enhancement  

The specific terms weighting technique is used for the social media text terms 
concentration. The Alpha value is implemented as weighting parameter (10) which 
need to define the proper value for the model enhancement process. After testing, the 
most suitable Alpha value is 0.7 which generated the highest accuracy score as shown 
in Figure 13. 

 
Figure 13 An accuracy model of vary Alpha score. 
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4.3 The Bag-Of-Words Quality of All Models 
The initial WAM (i-WAM) is created from the online news articles, 3,548 

articles with totally 22,527 unique terms in bag-of-words as shown in Table 5 and 
Figure 14. This is a good primary bag-of-words, most terms are written correctly and 
model contains more variety of words for each class, high coverage area of word as 
shown in Figure 15.  

Table 5 All details of model’s training dataset. 
Training dataset\WAM i-WAM MWAM1 MWAM2 MWAM3 
Number of Online News Articles 3,548 - - - 
Number of Tweets - 21,000 21,000 21,000 
Number of clean tweets - 6,822 6,531 6,718 
Number of all words 55,485 11,102 10,024 11,054 
Number of unique words 22,527 8,429 7,935 8,219 
Number of relevant update words - 4,476 9,516 3,433 
Total terms in Bag-Of-Words 22,527 27,003 36,519 39,952 

 
 

 
Figure 14 All details of training dataset for all WAMs. 
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 The MWAM1 is created by the relevant update technique with 4,476 terms. This 
model contains 27,003 terms in bag-of-words. Form an example of the online news 
articles as shown in Figure 15, all significant terms are extracted to build the i-WAM 
as shown in Figure 16, and Top 10 keywords list, highest normalized TF-IDF score, of 
each class as shown in Figure 17. These keywords, totally 70 keywords, are used to 
search the related tweets to be a training dataset to enhance (relative update) model to 
be MWAM1, MWAM2, and MWAM3 respectively. From the retrieved related tweets, 
the relative words/terms are found, the terms that never appear in the online news, 
abbreviation, slang, alias as shown in Figure 18, Figure 19, and Figure 20. 
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Figure 15 An example of the online news articles. 
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Figure 16 An example of the i-WAM. 

 

 
Figure 17 Top 10 keywords per class from the online news articles. 
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Figure 18 An example of retrieved related tweets with newly found keywords. 

 
Figure 19 An example of the MWAM1. 
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Figure 20 Newly found keywords from the related tweets. 

The MWAM2, and MWAM3 are created by the relevant updating with 9,516 
terms, and 3,433 terms from related tweets respectively. Finally, the MWAM3 contains 
39,952 terms in bag-of-words and I found that this model generate a promising result 
for the social media text classification as I will discuss in the next section, Evaluation 
Result. An example of the MWAM2 and MWAM3 are shown as Figure 21 and Figure 22. 

 
Figure 21 An example of the MWAM2. 
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Figure 22 An example of the MWAM3. 

4.4 Evaluation Result 
All models: i-WAM, MWAM1, MWAM2, MWAM3, are evaluated with 2 

types of test dataset: test dataset 1 (filtered tweets, 6,339 tweets), and test dataset 2 (raw 
tweets, 20,000 tweets). For the test dataset 1, I filtered all duplicated, re-tweets, and 
junk tweets. This test dataset is used to test the model efficiency of clean (useful) tweets. 
While, the test dataset 2, raw tweets, is used to perform a real-life test with tweets that 
contain all of useful tweets, duplicated, and junk (useless) one. 

In Figure 23, the i–WAM efficiency, is very low when it was evaluated with the 
raw tweets, accuracy 74.64%. However, after the model was updated to be the 
MWAM1, the efficiency is increased significantly, accuracy 86.84%. Finally, when the 
MWAM2 and MWAM3 was created, the result of the evaluation seems to be more 
acceptable with accuracy 87.55%, and 88.75% respectively. 
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In addition, after the evaluation with clean tweets, test dataset 1, the efficiency 
of all models: the i-WAM, MWAM1, MWAM2, and MWAM3, are indicated at very 
high accuracy score with 98.57%, 99.38%, 99.59%, and 99.79% respectively. This 
result indicates an efficient solution, applying the manual filtered and tagged tweets 
before perform the classification process is a productive way to increase the model 
efficiency.  

 
Figure 23 An accuracy (%) of all WAMs model with both test datasets. 

 In Table 6, Table 7. Table 8, Figure 24, Figure 25, and Figure 26, the precision, 
recall, and F-measure of all models which evaluated with the clean tweets, test dataset1, 
are shown. The result is illustrated in the same way, mostly increase when the relevant 
updating from related tweets is performed. 

Table 6 Precision score (%) of all WAMs with test dataset1 (filtered tweets). 
Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 100 100 100 100 
Entertainment 90.9 100 100 100 
Foreign 95 100 100 100 
IT 83.33 95.23 100 100 
Politics 100 100 100 100 
Regionals 100 90.9 90.9 95.23 
Sports 100 100 100 100 
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Figure 24 Precision score (%) of all WAM models with test dataset 1 (filtered tweets). 

 
Table 7 Recall score (%) of all WAMs with test dataset1 (filtered tweets). 

Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 100 100 100 100 
Entertainment 100 100 100 100 
Foreign 95 95 100 100 
IT 100 100 100 100 
Politics 80 90 90 95 
Regionals 90 100 100 100 
Sports 100 100 100 100 

 

 
Figure 25 Recall score (%) of all WAM models with test dataset 1 (filtered tweets). 
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      Table 8 F-measure score (%) of all WAMs with test dataset1 (filtered tweets). 
Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 100 100 100 100 
Entertainment 95.23 100 100 100 
Foreign 95 97.43 100 100 
IT 90.9 97.56 100 100 
Politics 88.88 94.73 94.73 97.43 
Regionals 94.73 95.23 95.23 97.56 
Sports 100 100 100 100 

 

 
Figure 26 F-measure score (%) of all WAM models with test dataset 1 (filtered tweets). 

 
 In Table 9, Table 10. Table 11, Figure 27, Figure 28, and Figure 29, the 
precision, recall, and F-measure of all models which evaluated with the raw tweets, test 
dataset12, are shown with the same direction of the overall results. 
 

Table 9 Precision score (%) of all WAMs with test dataset2 (raw tweets). 
Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 83.16 85.25 86.67 88.14 
Entertainment 63.64 81.13 81.13 81.13 
Foreign 78.57 89.80 91.67 89.80 
IT 68.70 91.86 92.94 92.94 
Politics 95.83 78.79 81.25 81.25 
Regionals 48.15 75.76 83.33 81.25 
Sports 77.08 100 100 100 
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Figure 27 Precision score (%) of all WAM models with test dataset 2 (raw tweets). 

Table 10 Recall score (%) of all WAMs with test dataset2 (raw tweets). 
Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 71.82 94.55 94.55 94.55 
Entertainment 52.83 81.13 81.13 81.13 
Foreign 97.78 97.78 97.78 97.78 
IT 95.18 95.18 95.18 95.18 
Politics 74.19 83.87 83.87 83.87 
Regionals 40.63 78.13 78.13 81.25 
Sports  100 100 100 100 

 

 
Figure 28 Recall score (%) of all WAM models with test dataset 2 (raw tweets). 
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Table 11 F-measure score (%) of all WAMs with test dataset2 (raw tweets). 
Class\WAM i-WAM MWAM1 MWAM2 MWAM3 
Economic 77.07 89.66 90.43 91.23 
Entertainment 57.73 81.13 81.13 81.13 
Foreign 87.13 93.62 94.62 93.62 
IT 79.80 93.49 94.05 94.05 
Politics 83.64 81.25 82.54 82.54 
Regionals 44.07 76.92 80.65 81.25 
Sports 87.06 100 100 100 

 

 
Figure 29 F-measure score (%) of all WAM models with test dataset 2 (raw tweets). 
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Chapter 5 
Conclusions and Future Plan 

 
“The concept of utilizing the well-formed text sources like the online news 

articles to build the primary model and enhanced with more specific and suitable words 
from the social media text itself is a productive way to build the best model for 
classification. While, Name Entity Recognition (NER), Deep learning, and GPU 
Computing be the interesting research areas to generate the most productive Word 
Segmentation tool.” 

Social Media Mining is the most interesting area of the information science 
field. Many useful information for decision making support could be gleaned from this 
novel data source. While, the classification process is a beginning step which is very 
important and so challenge to handle. The vector space model, Word Article Matrix 
(WAM), with Term Frequency-Inverse Document Frequency (TF-IDF) technique, and 
normalized TF-IDF Merging with Specific Terms Weighting Technique are the 
effective solution for the social media text classification task. Moreover, the concept of 
utilizing the well-formed text sources like the online news articles to build the primary 
model and enhanced with more specific and suitable words from the social media text 
itself is a productive way to build the best model for classification. The iteration of 
model updating concept could expand the coverage area of words in each class until the 
stable model is found. 
 As an efficiency of the vector space model depends on words quality, variety of 
words, and coverage area of words, Word segmentation tool is a major module which 
cannot be overlooked. More reliable of this module can define words boundary 
accurately which can increase the high quality word, correctness, generation rate. Name 
Entity Recognition (NER), and Deep learning be the interesting research areas to 
generate the most productive Word Segmentation tool. Finally, a High Performance 
Computing (HPC) or Graphics Processor Unit Computing (GPU Computing) is an 
attractive modern technique when we deal with large scale matrix and floating point 
calculation like the vector space model. This useful technique could reduce more 
computational time of the experiment dramatically.  
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