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Abstract 

 

DATA EXPLORATION AND ANOMALY DETECTION ON ROAD NETWORK 

WITH UNSUPERVISED OUTLIER DETECTION ON LARGE-SCALE TAXIS 

GPS DATA ASSISTING WITH SOCIAL DATA 

 

by 

 

 

DEEPROM SOMKIADCHAROEN 

 

 

Bachelor of Engineering in Computer Engineering, Mahidol University, 2014 

 

Master of Engineering (Information and Communication Technology for Embedded 

Systems), Sirindhorn International Institute of Technology, Thammasat University, 

2017 

 

Flows of traffic on road is a complex phenomenon. Even a small event can 

cause massive change on road network as cars can alter their paths or dramatically 

drop in overall speed. Traffic anomalies can be caused by various factors, for example, 

accidents, control, protests, sport events, celebrations, and natural disasters. However, 

as drivers on the road, we cannot know what cause the change in traffic. Thus, we 

called this anomaly on road network. With advancement in mobile computing and 

social networking services, and cheaper internet service, data are flooded from various 

kinds of sensors and user generated data. Combining two or more data sources to 

confirm to one another would yield significant results. Anomaly detection on taxi 

mobility data and inferring its cause from Twitter can demonstrate how can we 

combined sensors and social data to gain information. As a result, we tested our 

anomaly and inferring method on a Muang Thong Thani area. We are able to detect 

anomalies on the road and infer their causes via Twiiter. From 20 alerted anomalies, 

we are able to infer 16 of their causes from hashtags. Two of the anomalies are found 

from cleaned twitter data. We have one false anomaly and the last one we can 

confirmed on the Twitter website.   

 

Keywords: Anomaly Detection, Data Mining, GPS, Taxi, Twitter 
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Chapter 1 

Introduction 

 

1.1 Background 

 

Flows of traffic on road is a complex phenomenon. Even a small event can cause 

massive change on road network as cars can alter their paths or dramatically drop in 

overall speed. Traffic anomalies can be caused by various factors, for example, 

accidents, control, protests, sport events, celebrations, and natural disasters. However, 

as drivers on the road, we cannot know what cause the change in traffic. Thus, we called 

this anomaly on road network. With advancement in mobile computing and social 

networking services, and cheaper internet service, data are flooded from various kinds 

of sensors and user generated data. Combining two or more data sources to confirm to 

one another would yield significant results. In modern cities, transportation is an 

essential part in everyday life. Therefore, there is emerging of intelligent transportation 

systems. 

 

1.1.1 Intelligent Transportation Systems 

 

Transportation has major impact in everyday life ranging from sea to ground to 

air. By make use of plenty of data and data analysis, a lot of researchers try to come up 

with better solution to improve transportation efficiency. Many researchers working on 

this research field with various applications. For example, analyzing movements of 

people in a city [3, 5, 6, 18], giving better mobility of public transportation [2, 25]. 

Many researchers working on how traffic flow in a city based on time and events. Some 

work with how to protect privacy of the massive dataset [4]. One of the major topic in 

ITS is finding anomaly on road network. 

 

1.1.2 Emerging of Massive Data 

 

1.1.2.1 Global Positioning System 
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Global Positioning System or GPS provides geolocation and time information 

to GPS receivers anywhere on earth within line of sight to four or more GPS satellites. 

GPS itself does not require user to transmit any data to satellites thus make it 

independent to radio and mobile signals. There are various kinds of applications in GPS 

integrated systems for example navigation systems, disaster control, and agriculture.

 

Figure 1.1 Example of GPS data. 

 

1.1.2.2 Social Media Data 

 

 

Social media data is a user generated data on social media websites such as 

Twitter, Instagram, and Facebook. There are two kinds of data from user-generated data 

which are semi-structured and unstructured data. Semi-structured data means there is 

partial predefined manner of data. It is a text-heavy data that may attached with 

locations, dates, numbers, and facts. Semi-structured data possibly can be mined with 

natural language processing (NLP) which is a part of data analysis. Unstructured data 

have been massively generated by users on the social sites. It is in a form that cannot 

fit in traditional databases for example videos and images. With advancement in data 

analysis and hardware. Unstructured data also can be analyzed with various kinds of 
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techniques in images and video processing.

 

Figure 1.2 Example of social data with location based. 

 

1.1.3 Data Analysis 

 

Data analysis is a process of cleaning, transforming, modeling, and visualizing 

data to extract information and gain deeper understanding of the data. These 

information would support decision making, and suggesting conclusion. It is widely 

use in business, science, and social science domains. When it comes to data analysis, it 

has various names and approaches. One of the most famous tool is machine learning.  

 

1.1.3.1 Machine Learning 

 

Machine learning is a study that gives computers the ability to learn without 

explicitly programmed. The assumption of machine learning is to build algorithms that 

receive input data and use statistical analysis to predict the output. Machine learning 

can be divided into two categories which are supervised and unsupervised. The 

supervised algorithms require both input and desired output from human to train the 

data model. Once the model is made, it can apply what was learned from the training 

data to new data. Training data for supervised algorithms come with pairs of input and 
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desired output. For example, vehicle pictures might be labelled as cars and trucks. After 

some training time and sufficient amount of pictures to train the model, it can classified 

cars and trucks without labelling the pictures. Unsupervised algorithms, on the other 

hands, do not require classified output. The algorithms may group unsorted data 

according to similarities and differences even though there are no categories provided. 

Therefore, no prior training required to use unsupervised algorithms. We have reviewed 

some algorithms that are benefits to this research. 

 

1.1.3.1.1 Principal Components Analysis 

 

Principal components analysis or PCA is an algorithm to solve Eigen problem. 

The algorithm is made to find maximize variance and mutually orthogonal between 

data regarding on its plane. It is a way to find patterns in data to find similarity and 

differences. Since patterns in data can be hard to discover in multi dimension which is 

difficult to visualize, PCA is a recommended tool for analyze ones. Another advantage 

of PCA is that you can reduce numbers of dimension while losing less information.  

There are few simple steps to perform PCA on a set of data which we can 

demonstrate with a data set with 2 dimensions. From a data set with 2 dimensions, we 

subtract the mean from each of the data dimensions. The subtracted mean is the average 

across each dimension. Therefore, each x value has mean X-bar subtracted, and each y 

value has mean Y-bar subtracted. Then, we calculate the covariance matrix from what 

we had computed. Since the data is 2 dimensional, the covariance matrix will be 2x2. 

After we obtained the matrix, we can find eigenvectors and eigenvalues of the 

covariance matrix. From this step we can reduce dimension of the data as the 

eigenvector with the highest eigenvalue is the principle component of the dataset. It 

describes most significant relationship between data dimensions. Normally, once we 

found eigenvectors from covariance matrix, we order them from highest to lowest 

regarding to eigenvalues. As a result, we get components in order of significance, and 

we can decide to omit the components that have lesser significance. The omitted 

components will result in loss few information but it is less significant as it has less 

eigenvalue.  
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To sum up, if we have n dimensions data, we calculate n-eigenvectors and 

eigenvalues, then choose only first p eigenvectors. We get the final data with p 

dimensions. Once we have preferred eigenvectors we can create a new data set by 

multiply the eigenvectors with mean-adjusted data. As a result, we have a final data 

set with data items in columns and dimension along rows 

 

1.1.3.1.2 Decision Tree 

 

Decision tree is one of techniques in predictive modelling in statistics, data 

mining, and machine learning. Decision tree classifier is constructed from a finite set 

of attributes where leaves represent class labels and trees represent conjunctions of 

features lead to the class labels.  

The goal of decision tree is to create a classification from multivariable inputs. 

The tree can be formed by splitting the class-labeled dataset into subsets. 

Decision trees consist of three types of node which are root node, internal nodes, 

and leaf or terminal node. The root node has no incoming edge and zero or more 

outgoing edges. Internal nodes has one or more incoming nodes and two or more 

outgoing edges. Leaf or terminal nodes has one incoming node and zero outgoing edges. 
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Figure 1.3 Example of decision tree. 

 

1.1.3.2 Random Forest Algorithm 

 

Random forest is assemble of multiple decision trees. To classify a new object 

based on attributes, each decision tree classifies features based on the inputs and votes 

for the class. It has property of averaging features to improve the predictive accuracy 

and avoid overfitting.  

(1.1) 

The algorithm works as following steps as shown in figure 1.4. First, the 

algorithm will create N tree of bootstrap samples from the data. Then, each bootstrap 

sample will grow an unpruned classification tree with randomly sample M try of the 

predictors and choose the best split among variables. After that, it predicts new data by 

aggregating the prediction of N trees (majority voting or average for regression). Error 

estimation can be computed by two methods. The first one is computed at each 

bootstrap iteration. Data that are not in the bootstrap sample (out-of-bag data) will be 
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tested against the grown tree with bootstrap sample. The second error estimation is 

aggregated the out-of-bag predictions and calculate the error rate. We call this the out-

of-bag estimate of error rate. From equation 1.1 random forest classifier that we use has 

Gini impurity which means if any randomly picked features are mislabeled from, Gini 

impurity will have higher value. 

No

Begin

End

For each 
tree

Chose 
training data 

subset

Stop 
condition 

holds at each 
node ?

Build the 
next split

Calculate 
prediction 

error

Chose variable 
subsset

Sample data

Sort by the 
variable

Chose the 
best split

Yes Compute Gini 
index at each 

split point

Each chosen 
variable

 

Figure 1.4 Flowchart of assembling decision trees in random forest. 

Creating random forest classification and regression yield two additional 

information which are a variable importance and internal structure of the data. The 

variable importance is calculated from how much prediction errors increases when out-

of-bag data for a specific variable is permuted while other variables are unchanged. The 

proximity measure is produced by calculating fraction of trees which elements I and J 
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fall in the same terminal node. The proximity matrix can be used to detect structure of 

the data too. 

 

Figure 1.5 Random forest visualized. 

 

1.2 Objectives 

 

On this research, we proposed a platform to achieve the following goals. 

 Detect anomaly on road network with massive probed taxi data  

 Infer the root cause via Twitter data. 

 

1.3 Contribution 

 

On this research, we made the following contributions. 

First, we demonstrate a solution to manage massive dataset analysis of 

geospatial data effectively. 

Second, we present a way to compute spatial operations effectively, as a 

byproduct of this research, on Apache Hive which would take months of doing in every 

conventional database. 

Third, we proposed a platform that combines two sources of spatial-temporal 

data into accomplish one purpose, to detect anomaly events and infer possible causes 

with interval of every 15 minutes.  
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The platform will detect anomaly from enhanced data of road network 

combined with GPS data, and will be inferred the cause by collections of hashtags from 

Twitter data that contain spatial and temporal values. 

 

1.4 Outline 

 

The rest of this thesis is organized in the following manner: 

 Chapter 1 introduces general terms, motivations, and limitation of this thesis. 

 Chapter 2 reviews works by other researchers related to anomaly detection 

and verification on road networks. 

 Chapter 3 presents systems and architectures to manage massive scale 

datasets, and describe data sets that we are going to analyze on the next 

chapter. 

 Chapter 4 devoted to data exploration specifically on protesting period in 

Bangkok, Thailand.  

 Chapter 5 from chapter 4 we have some improvement on the method from 

extracted features and perform anomaly detection and inferring the cause. 

 Chapter 6 we discuss the result and what can we make this one better. 
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CHAPTER 2  
LITERATURE REVIEW 

 
As we have two related works on this thesis which are data exploration and 

anomaly detection, we divided into 3 section which are spatial data set, data 

exploration, and anomaly detection and verification. 

 

2.1 Spatial Data Set 

 

On city-scale social event detection and evaluation with taxi traces, there are 

two set of data which are GPS data and event data [32]. The first data set is GPS data 

which are gathered from 19 September 2009 to 31 December 2011 in Shanghai, China. 

It consists of 10 billion records of GPS from over 10,000 taxi operated at the time 

period. The second dataset is records of events from 1st May 2009 to 20th April 2010. 

The method to find the event is by Google search. If the result of such events appears 

in the first 10 rows on the website, then it’s a credible event. 

 Looking at another research, inferring the root cause in road traffic anomalies 

[3], has only one dataset which is GPS data. The data they have 800 million records 

from 30,000 taxi cars within just 3 months in Beijing, China. In this research, they tried 

to find anomaly and the root cause path. The data modeling and event detection will be 

discussed in the next section. 

 From what we learned so far, finding anomalies on road network requires 

massive dataset. 

 

2.2 Data Exploration 

 

By reviewing “Extracting Descriptive Life Profiles from Mobile GPS Data” and 

“Uncovering cab drivers’ behavior patterns from their digital traces”, we adapt some 

methods from life profiles to taxi profiles because both datasets have a lot of similarities 

[3, 4]. Zhang D., et al described behavior of taxis that they work on two shifts in China 

which has similarity to Thailand. Therefore, the same IMEI number of taxi may behave 

differently when the shift was changed. As they try to uncover most efficient strategies 

based on large scale of data, they came up with three interested methods which are the 
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way drivers search for passengers, delivering method, and preferred driving region. 

This leads us to make one assumption that there are some taxi drivers who prefer to 

work in protesting area as they see the event as opportunity, not struggles.  Pan G., et 

al used pickup and set-down numbers which were counted in small block 10 x 10 square 

meters in Hangzhou, China with IDBSCAN algorithm to cluster large scale of data to 

observe what we call in this research as origin-destination of taxi drivers [18]. 

 

2.2 Anomaly Detection and Verification 

 

Anomaly detection is one of the major topics in finding odd patterns in the data. 

This topic can be found from signal processing such as acoustic anomaly scene by 

Komatsu to anomalies on road networks by various researchers [7, 11, 13, 20]. 

On city-scale social event detection and evaluation with taxi traces, the 

objective of the research is to detect social events and evaluate its impact via taxi GPS. 

The feature that they used on the research was pick-up and drop-down which we would 

like to refer it as origin-destination (OD) numbers over regions and quantify impact on 

transportation systems [5, 31]. Then to detect such events, they use probabilistic model 

to detect by creating 3D matrix of probability of events. After that, they consider this 

as an image stacking on top of each other. With watershed algorithm, an image 

processing technique, they are able to find events that stand out from others.  

Chawla proposed 2-step approach to detect anomaly on road network. All of 

this were done with historical GPS data [33]. The first step is to identify anomaly from 

historical traffic. To find the anomaly, the algorithm that they implemented was PCA. 

It searched anomaly on connected links of road network between two regions. The 

second step is from the feature that they extracted from GPS data which is OD. They 

converted into OD matrix and apply L1 regularization on the matrix. Solving L1 inverse 

lead to inferring the route that alters the travelling path which is considered anomaly.  

Anomaly detection is not only applied to road network, but also works on actual 

computer network. On a research called anomaly based network intrusion detection 

with unsupervised outlier detection [5 ], they proposed unsupervised method to detect 

anomalies on network traffic. They implemented unsupervised random forest algorithm 

to detect anomalies as they did not have attack-free data. To do so, they used 40 features 
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from traffic data and classified services on the network into 3 classes which are HTTP, 

Telnet, and FTP and then trained the algorithm with such data. Finally, they got a model 

that can predict anomalies based on two assumptions that majorities of network traffic 

are normal and the attacks. If any services pass this predictor and have false labels, it is 

likely to be anomaly.
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Chapter 3 

Architectures and Methodology 

 

3.1 Systems and Architecture 

 

To manipulate massive dataset on this research, we use Apache Hadoop stack 

as a foundation of our system. Apache Hadoop is an open source software that be able 

to distribute files and process the data via MapReduce model. It is capable to use cluster 

of commodity hardware because Hadoop is made on assumption that hardware failure 

is expected and will be handled by the framework. The core system of the Hadoop is 

known as Hadoop Distributed File System or HDFS, and the MapReduce is the 

processing part of it. The way Hadoop storing files is to distribute the small chunks of 

files to all nodes in the cluster. When the processing time comes, the nodes will read 

data from small chunks and process quickly. This is an advantage of data locality by 

keeping the data to local system before the need of processing, and it also reduces 

internal network load too. Apache Hadoop, since version 2.0, contains varieties of 

additional software and features to facilitate users to work faster than before as shown 

in figure 3.1.  

 

Figure 3.1 Apache Hadoop 2.0 on Hortonworks Data Platform 

Because Hadoop is an open source software, there are many companies adopt 

Hadoop into their data platform technologies, for example, Cloudera, Hortonworks, and 

Oracle. Implementing the whole system that we prefer requires a lot of tasks and deep 
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understanding how Linux system work, so we decided to use one of the big company 

working on big data platform, Hortonworks. The main reason we selected Hortonworks 

over other brands is that Hortonworks provides the whole system free of charge while 

other competitors collect royalty fee. 

Our cluster consists of 8 computers, 3 of them contain commodity hardware. 

The specification of the servers has shown in the table 3.1. The more numbers of storage 

improves performance in reading and writing performance by utilize the available 

resources, thus spending lesser time in computing. To implement such framework into 

heterogeneous environment, we use Apache Ambari as a provisioning and installing to 

simplify implementation. Implementation and provisioning are not only effective with 

Ambari, but also it works well with performance tuning. Ambari can have multiple 

versions of tuning for performance tracking and different tuning specifications for 

heterogeneous cluster. The overview of Apache Ambari can be seen in figure 3.2. 

 
Table 3.1 Computer specification in Hadoop cluster 

Components Dedicated Commodity 

CPU Xeon 4 Cores 8 Threads Xeon 4 Cores 4 Threads 

Memory 32 GB RAM 16 GB RAM 

Storage 8TB HDD 6TB HDD 

No. Storage 4 3 
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Figure 3.2 Apache Ambari. 

The software and services that we use to analyze in this research are Apache 

Hive and Apache Spark which are built on top of YARN and HDFS. Apache Hive is 

an SQL like engine which translates SQL command into MapReduce tasks. We will 

use this tool to clean data and extract features which will be described in other section. 

Another software that we use for machine learning and visualization is Apache Spark. 

Spark is an in-memory computing engine that be able to connect to HDFS and compute 

engine. It will utilize allocated memory in the cluster to work on MapReduce task. As 

in-memory perspective, data will be loaded into memory once required and will be held 

in memory for latter computing which makes Spark become user's’ favorite.  Also, 

Spark is shipped with native machine learning library, data manipulation tools in 

various languages which are Java, Scala, R, and Python. The whole stack that we are 

implemented can be shown in the figure 3.3.  
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Hadoop distributed file system
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optimizing

Spark 1.6
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Task Optimizer
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Notebook to quickly 
visualize data and writing 
programs

Ambari

 

Figure 3.3 Implemented stack. 

 

3.2 Dataset 

 

There are four kinds of data that we have in our hands. Some are requested from 

a private company, Toyota Tsusho Electronics. Another we gathered from social media 

sites by ourselves. 

 

3.2.1 Taxi Data 

 
First, we have taxi GPS data that comes with not only their location, time, and current speed, 

but also meter status which means they have passengers on board or not. We have this data for 

two separated period of time. First dataset we obtained has a period of one month from 15th 

December 2013 to 15th January 2014. The GPS data had been collected every 5 seconds on 
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every car. This period of data is very unique in terms of taxi drivers’ behaviors because in 

Bangkok Thailand we had protesting the government going on and they decided to close 7 

major junctions in Bangkok. This data has been explored and published to KICSS 2015 

conference. There are roughly 12 billion raw records, 120GB in size, consisting of roughly 

8,000 taxi on the dataset. Attributes are shown in the table 3.2. This data is already hide drivers’ 

identities by having only IMEI attached each car. 

Table 3.2 Attributes of taxi data 

Field Instance Memo 

IMEI 353419036164759 Identification of the taxi 

Latitude 13.74992 Degree 

Longitude 100.55402 Degree 

Speed 12.0 Speed (km/h) 

Direction 116.1 Degree 

Error 1.7 Floating point 

Acceleration 0 or 1 0 no acceleration 

1 an acceleration 

Meter 0 or 1 0 no passengers 

1 with passengers 

Date Time 1387040401 Unix Time 

Data source 46,8,9,50 Kinds of source 8 and 9 are 

for taxi 

 

Second dataset is identical to the first dataset except that this time we have more 

recent data and longer period of time. The length is 5 months during 1st January 2016 

to 31st May 2016 on the same area of Bangkok and perimeters. During this period of 

time, there is no protesting nor road blockades, so we expected most of the GPS data 



Ref. code: 25595722040523LTE

 

 

18 

 

points to be normal. Also, there are roughly 60 billion records, 600GB in size, for 8,000 

taxis. This dataset is the main part of our research for anomaly detection on the road 

network. 

 

Figure 3.4 Sample of data 

We try to ensure that our data is trust worthy by comparing with trusted source, 

Google map traffic, on the same period of time. As a result we obtain similar average 

speed. 

 

Figure 3.5 left our data, right Google traffic 

 

3.2.2 Social Data 

 

The third dataset is social data. We gathered Twitter’s tweets from available 

application programming interfaces (APIs) for developers. We gathered tweets by 

writing a crawler that listen to tweet streaming service. The API comes with various 

options to retrieve data, for example, we can get the data from part of the words, 

hashtags, or locations. We selected only tweets that contain geolocation and store them 

in text files. To select data with locations, we have to select bounding box of latitude 

and longitude format. In our case, we bound the whole Thailand and some parts of 

neighbor countries. However, bounding countrywide has some downsides too. Twitter 

only gives partial of data if our bounding size is too large, we receive lesser data in the 
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area too. The gathered data came in JSON format containing 40-50 key-value attributes 

with User-related data attached. An example data is shown in the figure 3.4. We are 

able to crawl at least 100,000 to 200,000 tweets per day depending on day of week and 

events. It has the size of 300 - 500 MB for each day.
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Figure 3.6 One record of Tweet in JSON format 

 

3.2.3 Map Data 

 

To explore relationships among massive spatial temporal data, maps are needed 

to visualized extracted information. However, maps can come in various forms such as 

grid or road networks. In this research, we have used both grid and road networks map 

which will be described in the next sub topic. 

 

3.2.3.1 Bangkok Grid Data 

 

Bangkok grid data is made from bounding Bangkok area and then divided into 

grid of 1 km^2 to map GPS points into each grid to analyze mobility of taxis. Bangkok 
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grid can estimate a coarse location of each taxi to inspect its mobility. Also, grid data 

is easier to manipulate programmatically. The grid is shown in figure YYY. 

 
Figure 3.7 Bangkok grid. 

 

3.2.3.2  Road Network Data 

 

Road network data is obtained from Toyota Tsusho Electronics. It composes of 

multiple segments of road network and its neighbor links. This is more precise data 

compared to Bangkok grid as we know how each road is related to each other. When 

mapping GPS points into road network, we obtained more information how each road 
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link change according to space and time.

 

Figure 3.8 Road network in Bangkok. 

 

3.2.5  Anomaly Detection 

 

 We define anomaly as something that alter relationship among attributes on 

road network. If the relationship among attributes in the time frame and day of week is 

corresponded to their historical data, we consider this to be normal. However, if the 

relationship is incorrect, we consider this part of road network to be anomalous on the 

time period which is needed to be later inferred by social media data source, in our case, 

tweets from Twitter. 

 

3.2.6  Infering Root Cause 

 

We inter the cause of the anomaly by checking our historical crawled location-

attach tweets from the social media site API. By aggregating term frequency of hashtags 

according to 3.1 where 𝑡𝑓 is term frequency, 𝑛𝑖,𝑗is number of a hashtag, and ∑ 𝑛𝑘,𝑗𝑘  

is the summation of total hashtag. 

𝑡𝑓𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑘,𝑗𝑘
    (3.1) 
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Chapter 4  

Data Exploration on Protesting Period 

 

4.1 Overview 

 

Data exploration of taxi drivers on unusual political situation in Bangkok, 

Thailand leads to impressive adaptation. There are 7 major junctions closed during 

protesting period which shown in figure 4.1. With nearly 8,000 GPS tracking on taxi, 

the gathered data is analyzed by extracting features which are average speed, origin-

destination of trips, and number of active cars on the road in Bangkok in areas. We can 

uncover anomalies lying on known protesting area with described criteria. 

 

Figure 4.1 Closed intersections. 

 

4.1.1 Dataset 

 

The GPS dataset had collected continuously from 15th December 2015 to 15th 

January 2014 every 5 seconds interval for every car that was operated resulting in 12 

billion raw records with 120GB in size. Gathered attributes are IMEI as identification 

of each taxi, location as latitudes and longitudes, spotted speed, spotted acceleration, 

status of taxi meter, and UNIX timestamp. Taxis are operated 24 hours on each day 
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with two shifts which mean two drivers share the same vehicle. Driving patterns in 

daytime and nighttime are expected to be different. Also, drivers can cruise for 

passenger in any area around Bangkok and perimeters, or stop at any preferred spots. 

 

4.2 Limitations 

 

Although 8,000 taxis seems to be a huge number, there are 120,000 taxis 

registered in the system while 80,000 are active. This dataset is only 10% of the whole 

system which may lead to decrease in accuracy due to lack of cars. Moreover, some of 

the drivers operate in the perimeters of Bangkok which have less or no effects from 

protesting.   

 

4.3 Data Cleaning and Exploration 

 

First, we clean up unwanted data by bounding interested area, Bangkok. Then 

we divided Bangkok into grids. Each grid has the size of 1 square kilometer resulting 

in 1392 blocks in total. We mapped 8 points that have protesting area with road 

blockages. There are 52 blocks are affected by the protest. Then we clean the data 

further by removing too high speed off the records, then we classify data further by 

date, hour, and protesting area. Finally, extracted 3 features which are average speed, 

origin-destination, and numbers of taxis.  

 

4.3.1 Average Speed 

 

Average speed came from individual on hourly manner which can imply overall 

mobility of Bangkok. 

 

4.3.2 Origin-Destination 

 

Origin-destination describes how taxis travel from places to places on the 

defined grid area. This facilitates us to look at the flow of cars in Bangkok. We have 

both origin-destination from taxi with and without passengers. 
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4.3.3 Number of Taxi on Grid 

 

 Number of taxis operates on the given date and hour on the Bangkok grids. It 

affects the chance of getting passengers. If the number is lower on the grid, chances are 

higher to get the passengers. 

 

4.4 Result 

 

 

Figure 4.2 Average numbers of taxis in protesting area. 

 
Figure 4.3 Average numbers of taxis in non-protesting area. 
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Figure 4.2 and 4.3 demonstrate numbers of taxis in protesting and non-

protesting area based on the selected dates and the grid that we made as shown in figure 

3.4. Each row represents time in 24 hour basis (0-23). The numbers of taxis in protesting 

area compared on both dates drop significantly on Bangkok Shutdown day. 

  

Figure 4.4 Average speed in the protesting area. 

  

 

Figure 4.5 Average speed in the non-protesting area. 

 

Figure 4.4 and 4.5 show average speed of taxis in protesting and non-protesting 

area based on the selected dates and the grid that we made as shown in figure 3.4. Each 
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row represents time in 24 hour basis (0-23). Both days show similar in average speed 

in protesting and non-protesting area. 

 

Figure 4.6 Number of trips from outside to outside without passengers. 

 

Figure 4.7 Number of trips from outside to outside with passengers. 

 

Figures 4.6 and 4.7 show numbers of taxis travelled from non-protesting to non-

protesting area based on the selected dates and the grid that we made as shown in figure 

3.4. Each row represents time in 24 hour basis (0-23). We can see that the use of taxis 

outside protesting area increases significantly on Bangkok Shutdown event. 
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Figure 4.8 Number of trips from protesting area to outside without passengers. 

 

Figure 4.9 Number of trips from protesting area to outside with passengers. 

 

Figures 4.8 and 4.9 show numbers of taxis travelled from protesting to non-

protesting area based on the selected dates and the grid that we made. Each row 

represents time in 24 hour basis (0-23). We can see that the use of taxis from protesting 

area to outside protesting area decreases significantly on Bangkok Shutdown event. 
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Figure 4.10 Number of trips from outside to protesting area without passengers. 

 

Figure 4.11 Number of trips from outside to protesting area with passengers. 
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Figures 4.10 and 4.11 show numbers of taxis travelled from non-protesting to 

protesting area based on the selected dates and the grid that we made as shown in figure 

3.4. Each row represents time in 24 hour basis (0-23). We can see that the use of taxis 

from outside protesting area to protesting area decreases significantly on Bangkok 

Shutdown event. 

 

4.5 Discussion 

 

From figures above, we have some explanations based on observation and 

interpretation which are divided into sections. 

 Firstly, from figure 4.2 and 4.3, average numbers of active cars in protesting 

area significantly drop compared to regular day on 16th December 2013 declined by 

50% as taxi drivers tend to avoid road blocks and bad traffic. However, numbers outside 

protesting area tends to be the same on both days. 

 Secondly, as we analyze the graph in the protesting area and non-protesting area 

on both days, the average speed does have a slightly difference in the protesting area. 

On 14th January 2014, the average speed in the morning in protesting area has 10 km/hr. 

more than the other day. This may cause by decline in numbers of taxis on the protesting 

area. Therefore, the ones in area can drive faster. In non-protesting area, both days show 

the same trend of incline and decline of average speed. We can summarize that 

protesting does not significantly affect traffic outside of their 1 km protesting grid. This 

is because there are alternative ways to commute through protesting area and are not 

affected by the road blockades such as Bangkok Mass Transit System (BTS) and 

Metropolitan Rapid Transit (MRT). 

 Thirdly, drivers are unlikely to drive around protesting area, as we analyze 

origin-destination graph. We noticed that the numbers of trips they travel from non-

protesting area to protesting area decreased. Also, we like to point out that from 7pm to 

10pm as the protesting leaders had given speech daily. We could see that the traffic 

from outside protesting area to inside protesting area from 5pm to 8pm are more than 

9pm to 11pm. 
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Figure 4.12 Occupy ratio from outside to protesting area 

 

Figure 4.13Occupy ratio from protesting area to outside 

 From figure 4.12, in the morning rush hours, taxis driving from outside 

protesting area to protesting area have around 70% chance to have passengers on board 

because in the area, there are major business centers and government sectors. Also, it 
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can be applied to the afternoon rush hours where people commute back from their 

workplace to their homes because there are around 70% chance that taxis from 

protesting area to have passengers. 

 As we uncover the dataset, we could see some taxis preferred to pick and drop 

passengers from and to protesting area because there are taxi stops arranged by 

protesters waiting to pick up passengers too. 

 

4.5 Conclusion 

 

In conclusion, we can use two from three extracted features which are origin-

destination and number of taxi on grid. The average speed cannot differentiate normal 

area and protesting area as the traffic is generally bad. 
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Chapter 5 

Anomaly Detection and Inferring 

 

5.1 Overview 

 

Raw GPS 
Data

Data modelCleaned Data
Predicted 
Anomaly
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Data

Cleaned Data
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Frequency of 
Hash tags

Cross-check
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Possible 
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Figure 5.1 Application overview 

 

From figure 5.1, first we clean up unwanted data and then compare with trusted 

source. Data cleaning is a very important step in our data analysis. Without properly 

clean up the data, it would lead to inaccurate feature extraction and then lead to 

inaccurate prediction. There are two dataset which are taxi and Twitter that we need to 

clean. Also we would like to give some general idea on the testing area. 

 

5.2 Testing Area 
 

Muang Thong Thani has a unique characteristic as it is fairly remoted from city 

center with a cluster of exhibition center. Only way to travel to the place is by road 

because there is no other public transportation like BTS and MRT. Also, there are 

usually events on daily basis, but not every event affects much on road network around 

the place. Only major events like concerts or famous exhibitions where people gather 

in large group for certain period of time before the concerts start will cause anomaly on 

the road network where our algorithm can detect. 
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Figure 5.3 Overview of Muang Thong exhibition halls and resident area 

 

5.2  Data Cleaning 

 

Figure 5.2 Area of Muang Thong Thani on map 
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5.2.1 Taxi Data 

 

The taxi data for anomaly detection is on the period of 5 months from 1st January 2016 

to 31st May 2016. This dataset has 60 billion records for 600GB in size. First we clean 

up unwanted data by looking at each attribute on the records. We get rid of unrelated 

data with the data source attribute. We select only data source with value of 8 and 9 

because the rest of the data are not taxi. Then we filter out the records that have 

unrealistic speed, for example 200 km/hr.  

Next, we find the nearest road network for each point with road network file. 

These kinds of spatial operations require writing user-defined function (UDF) in 

Apache Hive because any standard relational database would take weeks or months to 

accomplish this task. To build quality functions, we follow Java Topology Suite (JTS) 

standard and library. First, we implement the road network into R-trees, data structures 

for indexing spatial objects, then we buffer each point for 50 meters radius. We do 

spatial intersect on the road network and the buffered point, so we yield some possible 

nearest road links that this point belongs to. Next, we find nearest distance from this 

point to the intersected road network. As a result, we have a record belong to a road 

link on the road network. These operations not only clean up unwanted data but also 

mapping points to road network. Looking at performance of this computing, for 60 

billion record of this dataset, we achieve these spatial operations just within one hour. 

 

Figure 5.4 R-trees 
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5.2.2 Twitter Data 

 

As we explored Twitter data from streaming API, we found that the location 

data have various size of geolocations. They vary from one single point location to few 

hundreds kilometers of bounding box, which means the exact location can be anywhere 

inside the bounding box. In this research, we selected locations that are points and 

locations with bounding box that has less than 100 m^2 in size. This is because the 

larger the bounding size it has less meaning to our interested locations. After we clean 

unwanted data by locations, there are around 40 to 50 key values pairs that we have to 

deal with. They are mostly user information and how they interact with other people on 

the website, which in this research it is not relevant to us. What we need to use is texts, 

location and timestamp. 

 

5.3 Limitation 

 

For taxi data, most of the drivers operate closers to Bangkok while our testing 

location at Muang Thong Thani is fairly remote from the city center. Lesser taxis 

operate around this area which lead to lesser data to make a prediction model. For 

Twitter data, even though we have collected 300MB to 500MB per day, it is a small 

data set when we consider records per area. Also, the quality of fine location data is 

even lesser when we cleaned data. 

 

5.4 Feature Extraction 

 

5.4.1 Taxi Data 

 

 For taxi data, we can extract more features on each record from date. We can 

differentiate date into the following types. 

 Weekday  

 Weekend 

 Holiday  

 Events on weekday but not holiday - Valentine’s day 
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Next, we aggregated each record into road link attribute, so we gain more 

features. The new obtained features when we aggregated data for 15 minutes interval 

are variation of the speed which we statistically separated to be the following attributes. 

 First quartile 

 Average or second quartile 

 Third quartile 

 Number of GPS location on the road link 

 Numbers of taxi on particular road network 

These features will be used for data modeling and later, for anomaly detection. 

Table 5.1 Extracted features 

Entity Value Description 

linkid 20944 Unique road link 

speed 30.24 Average speed 

no_point 10 Number of GPS points 

no_car 3 Number of taxis 

first quartile 10.1 First quartile of speed 

third quartile 25.2 Third quartile of speed 

date 25-01-16 Date 

time frame 30 4-100 

day of week 2 "1 - 14" 

 

5.4.2 Twitter Data 

 

 In this research, we filter out most of the data for simplicity as doing natural 

language processing in Thai is difficult especially word segmentation for informal Thai 
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in social media sites. Moreover, many tweets come in multi-language. Sometimes, it is 

a mixture of Thai and English, or Thai with Korean. To simplify the process, we extract 

text and hashtag (#) separately from each Twitter record and store them with original 

date time and location. As for the locations, we simplified bounding boxes by using 

only centroids. As a result, we have set of records as follow. 

 Time frame 

 Text and Hashtag 

 Cumulative latitude 

 Cumulative longitude 

 Bounding box size 

 

Figure 5.5 Left is one record, right is extracted records 

 

5.5  Data Modeling 

 

As we extracted features from taxi records, now it is time to make use of them 

by making a model from the data. The algorithm we used to predict anomaly is 

unsupervised random forest. To make unsupervised learning from supervised 

algorithm, we classify by label data into two types which are real and unreal. We make 

unreal data by using real data and we swap values within each column, so values of 

data on each record are still correct but relationship among records are broken. For 

example, we take one real record and swap values. The first quartile might has value 

higher than the average which makes the data unusual. Then we combine both data into 

one dataset and make a prediction model from them. We use only 3 months data from 
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1st January 2016 to 31st March 2016 because there are too many holidays on April, so 

it affects model accuracy. 

Table 5.2 Extracted attributes 

Attribute Example  

Linkid 20944 

speed 30.24 

no_point 10 

no_car 3 

first quartile 10.1 

third quartile 25.2 

time frame 30 

day of week 2 

 

The features that we use for prediction model are average speed, first quartile 

of speed, third quartile of speed, numbers of cars, numbers of GPS points, day of week, 

and last but not least data label. Random forest classifier that we use has Gini impurity 

which means if any randomly picked features are mislabeled from, Gini impurity will 

have higher value. As Apache Spark offer pipelines, we can select multiple depth of 

our trees, so we put the range from 2 to 7 levels. Also, Spark offers how many folds we 

prefer to use for cross validation, in our research we use 3 folds. The pipeline will select 

the best model that has least error rate for us, so we have the one with max depth of 7.   

 

5.6  Anomaly Events 

 

We have the testing area which is located in the perimeters of Bangkok. Muang 

Thong Thani is a place in the perimeters with various size of convention centers. 

Generally, they will have events almost every day according to its website. We pick up 

some Thai and international concerts that held in one of the convention centers in total 

of 6 events on 6 separate days as a reference because we assume that these kinds of 

events have impact on the road link around the area. Therefore, we bound the 3km of 

area around the convention centers as a testing area for this data model.   
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 As we created an unsupervised random forest classifier, now we use them to 

predict anomaly events. We declared anomaly events by the label of the given features. 

6 days of real data inside 3km bounding will be passed into the prediction model. If any 

record is predicted as unreal, we keep it into arrays to verify it with our filtered Twitter 

data. We have some known events from what we known above. As a result, we have 

20 alerted. 

 

Figure 5.6 Example of anomaly on 2016-03-19 at tf=73 

 

5.7  Verification  

 

We verified the anomaly by cross validation from cleaned Twitter data. We 

found that most of the time when anomaly occurs, the Twitter data also has some 

activity in it. With 20 anomaly event alerted, we have checked with Twitter hashtag (#) 

with occurrence more than 3 times in the same interval and found at least 3 potential 

cause of the anomaly around Muang Thong Thani.  

 16 out of 20 anomalies can be confirm immediately by the hashtag frequency 

with has magnitude more than 5. While 1 of 3 is alerted but we couldn’t find the solid 

frequency of the hashtags, we decided to dig deeper into our cleaned Twitter data. The 

data show singer and concert name during the anomaly is alerted, but it has no hashtags 

in those tweets which is the reason why we couldn’t infer the cause with anomaly. 

However, we can still infer the root cause of anomaly events.  
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 Another anomaly cannot be confirmed because when the anomaly occurred, we 

have no data on our kept Twitter records. This is because our Twitter crawler were 

down on the period. However, we still can manage to confirm the event by looking at 

the hashtag of the Tweets. We found multiple of related Tweets on the social site on 

the period and at the exact venue they were live. As a result, we could infer one of the 

unknown events. 

One last anomaly that we cannot confirm is occur around 2 in the morning. 

When we tried to infer the cause, it shows only not meaningful hash tags with frequency 

of 1. When we tried to dig deeper into data, we couldn’t find any meaningful words in 

the period of time on the location. Therefore, we decided this anomaly cannot be 

confirmed. 
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Chapter 6 

Discussions and Conclusions 

6.1 Anomaly Detection on Road Network 

 

Our model can detect anomalies in the same way as network intrusion detection 

systems (NIDS). 

 Our anomaly detection can detect more anomalies than only concerts because 

when we built the model, we only give 2 labels on the algorithm which is real and 

unreal. With more data sources to confirm the anomalies, we can detect more than 

concerts around the area. Data sources can be news or other social media sites where 

location and time are with user data, for example, Instagram and Facebook. 

 To continue using unsupervised random forest classifier, more features can be 

inserted into the model to increase accuracy.  

 GPS points on road network around perimeters are a lot lesser than urban area. 

Combining other kinds of spatial-temporal data, for example cell detail record (CDR) 

to gain more information would lead to more accurate prediction. 

6.2 Problem with Hashtag and Informal Thai 

 

Twitter hashtags, at a certain level, can gain some information on particular 

events. However, some events cannot be determined with hashtags because users do 

not use it to identify. Therefore, implementing NLP is preferred over hashtags as we 

can have more insights from the text in case hashtags cannot determine. Informal Thai 

is also troublesome in word segmentation. Some of the informal words are meant to be 

the same as formal words, but they are composed of different or repetitive alphabets 

that cause errors in word segmentation. Making dictionary of informal Thai separately 

from formal Thai would increase accuracy of word segmentation, however this is a hard 

task to labeling each word and it requires huge dataset to make it really accurate. Also, 

as Thai is an alive language, the informal words are changing overtime. Following new 

trend of words requires a lot of resources from both human and dataset. 

6.3 Social Media User Target  
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Twitter users in Thailand is fairly limited to certain groups of users. While 

comparing to Facebook has wide range of generations, Twitter, in contrast, has a 

majority of young people who follow international concerts. Therefore, it is difficult to 

use only Twitter to infer cause of anomaly. 

6.4 Improvements 

 

There are plenty of room for improvements on this research. First, this research 

is done with historical GPS and Twitter data in batch processing. Making anomaly 

detection in near real time will be a huge advancement on this research. As J. Raiyn did 

the real time anomaly detection, it is does not get accurate result from moving average 

algorithm [8]. Furthermore, implementing other algorithms for anomaly detection is 

recommended because there are plenty of room for newer method to identify anomalies, 

for example, deep learning algorithms. Implement this anomaly on different place is 

also an improvement. 

Other crowdsourcing data other than one social media website would be more 

accurate. Also, using data from social media sites where locals prefer to use can gain a 

lot of data which increase chance to gain more information as well. As for Twitter in 

Thailand, most of the locals are not using the website much compare to other countries, 

for example Japan. While Thais generate data with location around 400-500MB per 

day, Japanese generates around 3GB to 4GB a day which is around 1000 times more 

than Thais.  

Also, implement word segmentation on Thai tweets is also recommended, 

however the tweets have to be cleaned first by removing symbols and repetitive letters. 

Preposition words are meant to be excluded from the tweets too.  

 For anomaly to be alerted, we could change this process by making social media 

data alerts first when frequency of tweets rises first, then we check anomaly with road 

network. 
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