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ABSTRACT 
 

The time-motion study aims to find the standard time and improve production 

efficiency in manufacturing. This paper applies the Deep Learning model to recognize 

worker motion elements to have an automatic and effective system to improve 

productivity. Human pose and motion recognition are used to reduce production 

management costs. Each pose's training and testing video dataset is collected from the 

shoe manufacturing firm's camera at the specific Quality Control station. We propose 

applying the Long-Short Term Memories (LSTM) model, one of the particular kinds of 

RNN, with a kinematic base. Mediapipe Pose is used to express the body poses under 

the kinematic type, representing the human body's shape before feeding it into the 

LSTM model to train. The experiment conducted three work elements: pickup, 

inspection, and storage. After combining the LSTM model with Mediapipe Pose, we 

can detect the labels of workers' activities through video-based input and promising 

application to real-time cameras. The intersection rule is proposed in this study to 

improve the "flickering effect" to improve the accuracy up to 99.88%, 94.86%, and 

100% for the inspection, pickup, and storage actions, respectively. 

 

Keywords: Deep Learning, LSTM, Mediapipe Pose, action recognition 
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CHAPTER 1 

INTRODUCTION 

 

In the past ten years, Machine Learning (ML) has been one of the biggest trends 

in the industry. The reason for using Machine Learning is that it can improve 

productivity and produce the most high-tech products such as speech recognition, 

translation through images, marketing recommendations, chess playing, or self-driving 

cars. Machine Learning is the computer science field that can perform commands from 

humans by learning the characters automatically from input data. The notion of 

Artificial Neural Networks (ANNs), which is inspired by the structure and functions of 

the human brain, is at the heart of Machine Learning. ANNs have transformed the area 

of machine learning by offering a framework for modeling complicated data linkages 

and patterns. As science progressed, however, a subset of ANN algorithms called Deep 

Learning developed as an outstanding alternative to regular ANNs. Deep Learning 

methods are frequently used interchangeably with ANNs because they can solve 

complex and large-scale challenges. The ability of Deep Learning to generate models 

with numerous layers of linked neurons allows for finding complicated patterns and 

representations inside data. Deep Learning has shown extraordinary performance in 

various fields, including computer vision, natural language processing, and speech 

recognition, by exploiting deep neural networks. The availability of massive amounts 

of data and advances in computer power have accelerated the use and success of Deep 

Learning approaches. 

Using Deep Learning in Computer Vision has recently gained more attention to 

recognize and track human motion (Action Recognition), such as detecting no-face 

mask people in public, tracking human activities in sports, controlling product quality, 

etc. By detecting joint positions of the human body and training by Deep Learning, we 

can recognize human actions in images and videos. 

Action recognition can be implemented after estimating human pose, but the 

dataset for training 2D human pose estimation needs more diversity for people's 

complicated motions in real work. For example, Max Planck Institute for Informatics 

(MPII) Human Pose Dataset (Andriluka et al., 2014) includes 410 human activities, 

such as sports, home activities, transportation, etc. Microsoft Common Objects in 
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Context (COCO) Dataset (Lin et al., 2014) provides 150,000 people with crucial points. 

PoseTrack (Andriluka et al., 2017) is mainly a video-based dataset with 276,000 body 

pose annotations. Most popular datasets provide daily general activities which could 

not apply to the industry environment. The fact that specific tasks are different is based 

on each industry's natural characteristics.  

Traditional motion-time studies use a time-counter device to measure the total 

time of continuous tasks. The device is usually a stopwatch or an electric computer 

stopwatch. The process typically requires additional labor to monitor and count the time 

for each job element. The motion-time method could separate the job into small parts 

with the counted times; then, the job could be rearranged in a more effective order. 

However, the manual way to calculate the time could consume much time to observe 

the whole working process and money for hiring monitor labor. Due to the development 

of Deep Learning and Computer vision in the past decade, pose estimation could be the 

economical solution. 

In the Quality Control (QC) station, most papers focus on classifying and 

detecting defective products. In the safety-shoes factory of this study, the quality 

control station concludes three main worker activities: pickup, inspection, and storage. 

After shoes are transported through conveyors from the Lasting phase to QC, the 

worker comes to pick up these shoes from the conveyors to the QC table. The second 

process is inspecting the shoes at the QC table, and after finishing, the worker will put 

the shoes in the storage area behind them. In the first step, we develop a specific dataset 

of a QC worker for three different actions, as mentioned above, and use the Mediapipe 

Pose model to detect the worker's keypoints of hands and pose. We use the Long-Short 

Term Memories (LSTM) in the second step to better recognize the human pose. 

 

1.1 Statement of problem  

The study motivation is the need for an automatic monitor system in the industry 

and the development of machine learning in the past ten years. The ineffective operation 

and management lead to higher production costs and longer leading time without 

releasing the reasons. The human pose solves the motion time problem to prevent 

wasted activities that cause the worker's energy and time. In the shoe manufacturing of 
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this study, the workers at the quality station perform the lasting checking activities, 

including pickup, inspection, and storage. 

This research proposed the combination of Deep Learning and Mediapipe Pose 

to track the activities of workers through one camera and show the time of each activity 

for further analysis.  

The research output is to show the working pose and total finishing time of each 

element by using Computer Vision through just one camera. The result is conducted 

automatically to save management time, production time at the Quality station, and total 

production cost. 

 

1.2 Objective of the Thesis  

The fundamental goal of this thesis is to design and build a Deep Learning 

model that is particularly customized for identifying worker motion time. This 

methodology provides significant insights into workflow efficiency and total 

production time by precisely recording and evaluating employees' motion time. The 

motion time data acquired will serve as the foundation for a complete study to identify 

and remove unnecessary or inefficient process operations. Patterns and trends can be 

discovered by evaluating the gathered data, revealing areas where time is being wasted, 

or procedures can be improved. This analysis will allow for informed process 

improvement decision-making, enabling the deployment of focused interventions to 

eliminate wasteful activities and, eventually, reduce total production time. 

The successful development and deployment of the suggested Deep Learning 

model would be a vital tool for companies and organizations looking to enhance their 

operational efficiency. The insights gained from the motion time analysis can be used 

to influence process reengineering initiatives, resource allocation strategies, and 

training programs, resulting in higher productivity, cost savings, and market 

competitiveness. 

This thesis aims to contribute to industrial optimization by creating a Deep 

Learning model capable of reliably recognizing worker motion time. This model 

provides possibilities for discovering and deleting inefficient actions, resulting in 

decreased overall production time and enhanced operational efficiency. 
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CHAPTER 2 

REVIEW OF LITERATURE 

 

Deep Learning is a subclass of machine learning that focuses on training multi-

layer neural networks to learn hierarchical data representations. Because of its capacity 

to handle high-dimensional data and automatically extract significant characteristics, 

this technology has been widely used in various disciplines. In Computer Vision, Deep 

Learning has transformed image recognition, object detection, and image 

generation jobs. Convolutional Neural Networks (CNNs), a prominent Deep Learning 

model, have excelled at image classification tasks by automatically learning and 

encoding visual characteristics from raw pixel data (Krizhevsky, Sutskever & Hinton, 

2012). Deep Learning has also significantly contributed to Natural Language 

Processing (NLP). Recurrent neural networks (RNNs) such as LSTM models have been 

widely used to analyze sequential data such as text and audio. With their specific 

memory cells, LSTM models can capture long-term relationships and contextual 

information in text, allowing for tasks such as language modeling, machine translation, 

and sentiment analysis (Hochreiter & Schmidhuber, 1997). 

 

2.1 Application of Deep Learning to Computer Vision 

 

2.2.1 Quality Control problem 

Due to the vast potential of computer vision, many papers apply the Deep 

Learning model to production to tackle problems automatically. Most Quality Control 

papers that use Deep Learning mainly focus on image processing to classify “Good” or 

“Bad” products. Korkmaz and Barstugan (2020) proposed a model for an inverter 

quality control system with a robotic arm, conveyor, and Nvidia Jetson Nano card. The 

algorithm that achieves 99.90% accuracy aims to detect whether the braking resistors 

of the inverter are connected or not and to replace the control from people. Villalba-

Diez et al. (2019) developed a Deep Neural Network (DNN) soft sensor that helps 

control the quality in the Printing Industry 4.0 by predicting mistakes and detecting 

defective products. In another application of Deep learning in the Food Industry by 

Banús, Boada, Xiberta, Toldrà and Bustins (2021), the author used different 
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convolutional neural network (CNN) architectures to inspect the sealing and closure of 

food packages automatically. Xing and Jia (2021) proposed an automatic detection 

method for workpiece surface defects using convolutional neural networks (CNNs). 

The model demonstrates real-time detection capabilities with a speed of 23 frames per 

second at an input image size of 416 × 416 × 3, making it suitable for real-time 

automatic detection of workpiece surface defects. Using production videos, Lu, Xu and 

Huang (2022) presented a deep-learning-based anomaly detection system for lace 

failure checking. Their research demonstrated the efficacy of the suggested framework 

on holes and broken yarn. 

 

2.2.2 Action Recognition problem 

Recent research has rapidly expanded to tackle Human Action problems by 

leveraging Deep learning in the Human Action Recognition field. To identify human 

motion, first, we use human body modeling to represent the shape of the human body. 

There are three types of human body modeling to define the shape of the human body: 

the kinematic, planar, and volumetric. 

The kinematic model is the commonly used model which detects landmarks in 

the human body to illustrate the structure of the body. A direct kinematic object model 

is used as a neural network layer on a toy example and 3D Human Pose Estimation 

(HPE) (Zhou, Sun, Zhang, Liang & Wei, 2016). Isack et al. (2020) developed a 

lightweight end-to-end model for the HPE problem by leveraging the kinematic 

structures. Another example is OpenPose (Cao, Simon, Wei & Sheikh, 2017) which 

provides multi-person landmarks detection in real time. 

After identifying the structure to represent the body shape, we need to use the 

technique to correctly locate the keypoints from the input (RGB images, videos, or other 

sensors). CNN is the commonly used architecture for estimating pose and detecting key 

points (e.g., Fan, Zheng, Lin & Wang, 2015; He, Zhang, Ren & Sun, 2016). For the 

single-person problem, the method primarily focuses on one person at a time; for more 

than one person, the system will crop to a single-person problem to solve sequentially. 

Toshev and Szegedy (2014) proposed a regression method that applied Deep Neural 

Networks (DNNs) called DeepPose, to have an impressive result in estimating the 

human pose. Using sensors to collect data input from walkers, Palermo, Moccia, 
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Migliorelli, Frontoni and Santos (2021) proposed a customized dataset of walkers to 

select 17 key points and then applied the Fully Convolutional Network (FCN) to detect 

the keypoint locations. Besides CNN, a “stacked hourglass” model was designed by 

Newell, Yang and Deng (2016), which repeated the bottom-up and top-down pipeline 

for adjusting the feature detection through each hourglass. 

Deep Learning architectures are applied to recognize the activities of people 

after observing the body’s key points, so Human Action Recognition is downstream of 

HPE. Sun, Ning, Zhao, Huang and He (2020) developed an automatic evaluation 

system to monitor the efficiency of worker activities. The recognition task was 

implemented in two stages: estimating human body joints using the poseGAN model 

and matching the teacher and worker videos with similar action matching. Another 

example of human recognition is a Multi-stream Deep Fusion Network (MDFN) to 

detect the driver’s activities (Behera, Wharton, Keidel & Debnath, 2020). The author 

argued that the actions of a driver and the surrounding objects need to be considered 

simultaneously (e.g., phones, cosmetics, cups). The MDFN combines Deep CNN, body 

pose, and body-object interaction. To handle a full video length in one shot, Ng et al. 

(2015) proposed two methods: CNN and LSTM. The CNN model will be responsible 

for Spatiotemporal feature extraction, and the output of CNN will connect with the 

LSTM to support sequence prediction of the action in a longer video time from seconds 

to minutes. The further extension of CNN LSTM is the convolutional LSTM 

(ConvLSTM) network proposed by Shi et al. (2015). The difference between CNN 

LSTM and ConvLSTM is that the ConvLSTM directly used the CNN model as a 

reading input into LSTM, not the separate transition between CNN and LSTM. In our 

work, the LSTM model combined with the kinematic base is applied to recognize the 

three fundamental actions of workers (pick up, inspection, storage) in the Quality 

Control station through video-based input. We use the Mediapipe Pose to extract the 

keypoint features and feed them through the LSTM model to predict the worker’s 

motion. 

 

2.2.3 Motion time study 

The motion time study was first published in 1937 (Barnes, 1949). The earlier 

works indicated the effect of separating each element of the whole working process 
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with time using motion and time study. Bon and Daim (2010) proposed that the time 

and motion study in the packaging station involved worker tasks. The authors stated 

that there was no standard time for the working process of workers, which impacted the 

profit. The results improved the cost and company production. The main instrument of 

the research is observations by stopwatch record and interview. Krenn (2011) applied 

science to business to set the standard criteria for time and work. The researcher wanted 

to convert the business from traditional oral to calculation and written approaches. The 

other motion and time study was applied to the construction sector, which can reduce 

idle time to 40.24% in the first observation week (Prakash et al., 2020). However, few 

research have looked at the potential of computer vision to improve the timing process. 

Ji et al. (2022) proposed a unique motion-time application that uses convolutional 

neural networks (CNNs) to automatically recognize the working element and its 

duration, therefore replacing the traditional way of measuring operation time. 
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CHAPTER 3 

METHODOLOGY 

 

In manufacturing, the actions of workers are complicated and inconsistent. 

There are several reasons to cause the long lead time at the quality station, and the 

management operation is hard to trace back. The LSTM model combined with the 

Mediapipe Pose in this paper can automatically reduce the management cost and avoid 

human mistakes to record the activities for further analysis (Figure 3.1). 

 

Figure 3.1 LSTM model combined with Mediapipe Pose. 

 

3.1 Dataset collection and Preprocess Data 

We need to install a real-time camera at the quality station to keep track of the 

motions. The camera can be accessed and monitored online; we used the camera to 

record the real-time activities of the workers. The quality area has three parts: 

conveyors for delivering the shoes from the previous lasting state, a white table for 

inspecting the previous lasting state, and trays to temporarily store the shoes after 

finishing the quality checking. The workflow starts with picking the shoes on the 

conveyors, putting them on the checking table, performing the quality activities, and 

storing them in the trays after finishing checking. The workers use the stickers for the 

defective area on the bad shoe and use the red passing stamp for the good quality shoes. 

Therefore, we classified the quality task into three main activities: pickup, inspection, 

and storage.  
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To collect the training dataset for the LSTM model, we have to record the video 

and capture the frame in sequences. The total number of videos is 90 for three actions 

(30 clips for each activity). We created three folders for each action, and each folder 

contained 30 sub-folders for 30 clips. In each clip, there are 30 separated frames in 

sequence. There are three labels for each action and result visualization on the screen. 

Two workers are working at the QC table simultaneously; we need to crop the video 

into just one person problem to train. 

In the second step, we decided to split 95% of the dataset for training and 5% 

for testing, 85 clips and five clips for training and testing, respectively. Due to the 

limitation of training clips, we continued to apply the 5-fold cross-validation technique. 

Eighty-five training clips were divided into five independent folds; each fold held one 

part for testing data, and the rest four parts were used for training repeatedly for the rest 

of 4 folds. 

 

3.2 Using Mediapipe Pose to detect body keypoints 

For the LSTM training step, we used the Mediapipe Pose framework (Lugaresi 

et al., 2019) to generate 543 landmarks, including pose landmarks, face landmarks, and 

hands landmarks). Before Mediapipe Pose, we got separate models for estimating 

hands, pose, and face pose. However, when we use several models for one input, the 

resolution is not fitting for each other. For instance, we install the pose model first; then 

it takes a frame with size 256x256 as input, then we continue to take the input to narrow 

down the area for the hands pose. The quality of the frame would be poor for detecting 

the hand keypoints on the cropped area. Therefore, Mediapipe Pose is proposed to treat 

several areas with proper frame resolution. The model first detected the pose landmarks 

and then estimated the regions of interest (ROI), two hands, and face. The final stage 

was to combine all the landmarks to have a full 543 keypoints. Each frame of 30 frames 

in one video consisted of 543 keypoints. 

 

3.3 Build and Train model 

 For building and training model, the Long-Short-Term Memory architecture is 

designed with the input of worker’s keypoints, then the Optuna technique is applied to 

finding the optimal hyperparameters for LSTM model. To prevent and improve the 
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accuracy of the LSTM in the production environment, the two more rules (sequence 

and intersection rule) are implemented in turn. 

 

3.3.1 Long-Short-Term Memory (LSTM) model 

 The term LSTM can overcome the short-term memory disadvantage of 

traditional Recurrent Neural Networks (RNN). The RNN network can create a feedback 

loop that allows it to have a short memory of the previous states. LSTM is a type of 

RNN, but it was designed to handle long-term dependencies problems. The neural cell 

of the LSTM network has an additional state which constructs three gates: forget gate, 

input gate, and output gate. This state allows the LSTM to keep the information in the 

long term. The function of the forgetting gate is to decide which previous information 

should be kept in the network then the input gate continues to select the new information 

to be stored. The next step is to update the old cell to the new one; finally, we need to 

decide on the wanted part to be output at the output gate. For our problem, the input is 

543 keypoints in each frame representing one pose. We seize 30 frames and store them 

in the sequence array to feed them into the LSTM model. The trained LSTM model 

gives the output under three probability scores from 0 to 1, standing for three actions. 

The prediction for 30 frames is the action that has the highest score. After that, the 

system takes the next new frame and eliminates the oldest frame in the last sequence 

sentence at the same time as starting the new prediction cycle. The LSTM is illustrated 

in Figure 3.2. 

Because of the similarity of the pickup and storage actions, the accuracy of these 

two actions is not optimistic. To improve the problem, we proposed two new rules 

combined with the pure LSTM. The first rule is the sequence action rule.  
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Figure 3.2 Pure Long Short-term memory (LSTM). 

 

3.3.2 Hyperparameter Optimization 

Optuna is a powerful hyperparameter optimization tool in machine learning and 

deep learning research. Optuna's fundamental concept is to approach hyperparameter 

optimization as a sequential decision-making process. Optuna effectively explores the 

hyperparameter space using an intelligent sampling technique rather than painstakingly 

exploring the entire space. The Tree-structured Parzen Estimator (TPE) technique, 

which employs a Bayesian approach to describe the connection between 

hyperparameters and their corresponding goal values, is one of the sampling algorithms 

supplied by Optuna. Optuna runs a sequence of trials during the optimization process, 

with each trial corresponding to a different hyperparameter configuration. The 

objective function, which measured the model's performance, is assessed for each trial. 

Optuna automatically picks prospective hyperparameter values based on prior trial 

results to lead the search toward more optimum areas of the hyperparameter space. 

Optuna's adaptability allows for effectively exploring the hyperparameter space, saving 

computational resources and time. 
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Cross-validation is used to assess the performance of various hyperparameter 

combinations. In the context of hyperparameter optimization with Optuna, cross-

validation is used again to assess the generalization performance of a particular 

hyperparameter configuration. As noted in section 3.1, the model is trained on a portion 

of the dataset and assessed on the remaining data, with the procedure repeated for each 

fold. This provides a more robust assessment of the model's performance and aids in 

preventing overfitting. In Table 3.1, there are four types of hyperparameters as inputs 

of Optuna. The task of Optuna is based on the provided searching space fine the optimal 

solution for each type of hyperparameter. 

Table 3.1 Hyperparameters Tuning Space for Optuna. 

 

 

 

 

 

 

 

 

 

3.3.3 LSTM combined with Sequence Rule 

 As the observation and workflow of the QC task, workers need to follow the 

order of action, starting from picking up shoes on the conveyor, moving to the QC table, 

and then storing them in the reservation space. To keep the prediction stable and prevent 

the switching between the pickup and storage in the prediction, we force the prediction 

updating to follow the action orderly. The input of the first 30 frames goes to the LSTM 

model; the first output is the action with the highest probability score. With the 

subsequent 30 frames, we have the second action prediction separately. The next step 

is to compare these two outputs; if they are the same, we do not have to update the 

prediction to the screen to avoid duplication; otherwise, we continue to check the 

second constraint. When the last two outputs are different, we continue to check the 

workflow logic to force the follow the sequence pickup-inspection-storage orderly in 

the circle (Figure 3.3).  

 

 

Hyperparameters Range Value 

Learning rate [1e-5, 1e-1] 

Number of LSTM layers [2, 4] 

Number of Dense layers [1, 4] 

Number of nodes for each layer [16, 128] 
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Figure 3. 3 LSTM model with Sequence Rule. 

 

The current prediction is inspection; for example, we check the last prediction. 

When the last prediction is pickup, we update and show the new result to say that the 

worker is performing inspection action after finishing the pickup stage. However, when 

the new prediction is storage, we keep the last prediction (pickup) the same without 

updating the new result. Because we assume that the worker could not store the shoes 

away right after the pickup stage without any checking, following the same logic, the 

action must update from pickup to inspection, then storage, and back to pickup in a 

circle.  

 

3.3.4 LSTM combined with Intersection Rule 

The drawback of the sequence rule is that when the LSTM fails to detect the 

new action, the whole process behind it is affected. The system waits until the following 

sequence rule in the next cycle. While waiting, it ignores all the correct predictions. The 

second rule ensures the system can perform as stable as the sequence rule and improves 

accuracy when the first rule ignores correct predictions. The working area could be 

divided into three main sub-areas for operating three main tasks. The top is reserved for 

pickup from a conveyor, the middle largest is for inspection, and the bottom is for 

storage. The original video from a real-time camera is 1280 pixels wide and 720 pixels 

height before cropping into a single person. Region of interest (ROI) is used to focus 

on a single person. The size of the ROI is 720 pixels in height and 580 pixels in width. 
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Based on the basic rule, we could draw two lines in the frame using OpenCV, as 

illustrated in Figure 3.4. 

After applying ROI technique, the next step is to determine the position of the 

hand's keypoints with the drawn lines. There are 33 nodes for pose landmarks; the right 

wrist keypoint is the central considered node to compare with the lines. When the 

LSTM model gives the output to estimate the current pose, the model compares the 

current prediction with the previous one, as mentioned in the sequence rule part. After 

checking that the current one is different from the previous output, the coordinate of 

the right wrist would be considered next. The position of the right wrist coordinator 

would be combined with the line to check the prediction of the LSTM match with the 

working position of the workers. The fundamental of the intersection rule is to 

guarantee that the pose estimation matches the regulation area. To clarify this, we use 

the image coordinate system as a reverse graph with the x and y-axis. The original point 

(0,0) is in the frame's upper-left corner. The maximum numbers of x and y correspond 

to the width and tall of the image after cropping. Through observing the worker's 

activities, the location of the 2-line is as in Figure 3.4 The coordinate of the 2-line is 

(0,
3∗𝑦𝑓𝑟𝑎𝑚𝑒

16
) and (0,

2∗𝑦𝑓𝑟𝑎𝑚𝑒

3
). For the pose landmark, each node concludes x, y, z, and 

visibility. X, y is normalized from 0.0 to 1.0 by the wide and tall frame. Z implies the 

depth of the keypoints; the value of z would be more significant when the worker moves 

far from the camera. The visibility is from 0.0 to 1.0, which indicates the ability to 

detect landmarks in the worker's body. The coordinates of x and y are considered to 

locate the worker's position. When the LSTM prediction is pickup, and the x position 

of the right wrist keypoint is smaller than 
3∗𝑦𝑓𝑟𝑎𝑚𝑒

16
, then the sentence updates to pick up 

status. Accordingly, the x position of the right wrist is within 
3∗𝑦𝑓𝑟𝑎𝑚𝑒

16
 to 

2∗𝑦𝑓𝑟𝑎𝑚𝑒

3
 

associated with the inspection result from the LSTM; the showing output is inspection. 

Finally, when the position of the right wrist is over 
2∗𝑦𝑓𝑟𝑎𝑚𝑒

3
, the system would update 

to the storage stage. The combination with LSTM is just for the pickup and inspection 
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process. The storage would be updated automatically when the worker moves below 

2∗𝑦𝑓𝑟𝑎𝑚𝑒

3
 positions without the LSTM prediction.  

Figure 3.4 The combination of LSTM, Mediapipe Pose and Intersection rule. 

 

3.4 Evaluation Model Technique 

 There are two techniques which are used to evaluate the proposed models: 

offline video and real-time video. 

 

3.4.1 For offline evaluation 

 For offline evaluation in the video, the Tesseract OCR technique is applied to 

extract the time in the left top corner of the screen. OCR has been frequently used to 

extract text from photographs of documents (Blanke, Bryant & Hedges, 2012). OCR 

can capture each action's time and then compare it with the manual check (Figure 3.5). 

Extracting numbers from a video involves utilizing Tesseract-OCR, an optical 

character recognition engine, in conjunction with OpenCV, a computer vision library. 

Figure 3.6 shows the example of one frame used for extracting the time. Initially, the 

OCR engine must be set up by specifying the path to the Tesseract-OCR executable. 

Subsequently, the video file is processed by the individual frames within the video. 

Each frame is sequentially retrieved until no more frames remain. OCR is then 

performed on the grayscale frame with a specified page segmentation mode. The 

resulting text is split into words, and numbers are extracted by checking if each word 
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is comprised solely of digits. The extracted numbers are stored in a list for output with 

the action name. Finally, the video file is released to free up system resources. 

 

Figure 3.5 Time extracting algorithm. 

 

Figure 3.6 Sample frame of time extraction method. 

 

3.4.2 For online evaluation 

 MQTT (Message Queuing Telemetry Transport) is a lightweight messaging 

protocol developed for efficient and dependable communication between devices in 

low bandwidth or high latency networks. An MQTT broker, also known as a MQTT 

message broker or a MQTT server, is a key component of the MQTT architecture that 

serves as a messaging intermediate between publishers and subscribers. The clients 

(subscribers) can receive the message which is published in real-time by the clients 

(publishers) through MQTT protocol under the topics they subscribed to. The  
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Our pose estimation model operates in real-time using a camera in a shoe 

manufacturing setting. Whenever the prediction model provides an output for pose 

estimation, we identify the current start time and associate it with the corresponding 

action. Subsequently, we publish the real-time working status using an MQTT broker. 

Upon receiving the messages, the MQTT broker distributes them to the subscribed 

clients or subscribers. When the subscribers subscribe to the relevant topic, they receive 

the working status along with the corresponding time, presented as a string. Figure 

shows the process of publishing and subscribing from a typical MQTT. 

 

Figure 3.7 Operation rule of MQTT protocol. 
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(4.1) 

(4.2) 

CHAPTER 4 

RESULTS AND DISCUSSION 

 

During the testing phase, the model generated prediction results at intervals of 

every 30 frames, ensuring a cumulative probability of 1 for each prediction. The action 

with the highest probability is selected to determine the predicted movement process, 

but only if it exceeds a predefined threshold of 0.8. Suppose the highest probability falls 

below the threshold, indicating uncertainty in predicting the worker's action. In that 

case, the system pauses and awaits additional features from the following 30 frames 

before proceeding with the task. The following Equation (4.1) and Equation (4.2) are 

employed to measure the accuracy of the model.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

𝐽(Θ) =  −
1

𝑚
∑ ∑ 𝑦𝑘

(𝑖)
log(𝑝̂𝑘

(𝑖)
)

𝐾

𝑘=1

𝑚

𝑖=1
 

 

Equation (4.1) shows the accuracy measurement, which sums together the 

number of correct predictions (including true positives and true negatives) and divides 

by the total number of instances in the dataset. Equation (4.2) indicates the cross-

entropy cost function. 𝑦𝑘
(𝑖)

 is the true label (either 0 or 1), and 𝑝̂𝑘
(𝑖)

 is the predicted 

probability of the ith instance belongs to class k. 

 

4.1 The accuracy of Pure LSTM 

 For searching the best combinations for the LSTM hyperparameters, Optuna 

has used the pruning technique to minimize the computational time. Pruning stops 

unpromising solutions by Median Pruning algorithms.  
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Figure 4.1 Optimization History Plot. 

 

The y-axis (Objective Value) on Figure 4.1 is the accuracy of the model. The 

pruning algorithm has stopped Trial 6, Trial 7, Trial 10, and Trial 14 in total 15 trials.  

Figure 4.2 Hyperparameter Importance. 

 

In Figure 4.2, the algorithm's performance is primarily influenced by the 

learning rate, consistent with a widespread belief regarding neural nets. After running 

through 15 trials, the Optuna mechanism reported the best hyperparameters 

combination as follows: learning rate is 0.005; the number of hidden layers is 3; the 

number of nodes for layers 1, 2, and 3 is 64, 112, 80; the number of dense nodes for 

one layer is 121. After using Optuna for tuning, the number of parameters decreased 

from 596,675 (Table 4.1) to 201,655 (Table 4.2).  

The best combination of hyperparameter is used to retrain the model with 5-fold 

cross validation. On the training test, the accuracy of the pure LSTM model is 98.51%, 

and the loss is 0.1181; on the testing set, the accuracy and loss are 97.06% and 0.3591, 

respectively. Figure 4.3 shows that one pickup video in the testing set was classified as 

inspection action. 
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Table 4.1 Model summary before using Optuna. 

Layer (type) Output Shape Parameters 

1stm_6 (LSTM) (None, 30, 64) 442,112 

1stm_7 (LSTM) (None, 30, 128) 98,816 

1stm_8 (LSTM) (None, 64) 49,408 

dense_6 (Dense) (None, 64) 4,160 

dense_7 (Dense) (None, 32) 2,080 

dense_8 (Dense) (None, 3) 99 

Total params:  596,675 

 

Table 4.2 Model summary after using Optuna. 

Layer (type) 
 

Output shape Parameters 

lstm_30 (LSTM) (None, 30, 64) 50,432 

lstm_31 (LSTM) (None, 30, 112) 79,296 

lstm_32 (LSTM) (None, 80) 61,760 

dense_20 (Dense) (None, 121) 9,801 

dense_21 (Dense) (None, 3) 366 

Total parameters: 201,655 

 

Figure 4.3 Confusion Matrix for testing data. 
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4.2 The results of LSTM and Sequences rule 

 Due to the nature of the Sequence rule, the testing data must include only the 

motion which follows the order from pickup, inspection, then storage. The workflow 

cycle must be kept the same for the rest of the testing data set; otherwise, the system 

miscounts and skips the current action and waits until the motion in the following work 

cycle. A testing video with four work cycles measures the Sequence rule's accuracy. 

Table 4.3 Accuracy of Sequence rule.  

Cycle Start End Manual Sequence 
Sequence 

(accuracy) 

1 

16:23:18 16:23:20 Pickup Pickup 100% 

16:23:20 16:23:51 Inspection 
Inspection-Storage-

Pickup 
61% 

16:23:51 16:24:00 Storage Pickup 0% 

2 

16:24:00 16:24:02 Pickup Pickup 100% 

16:24:02 16:24:17 Inspection Inspection 100% 

16:24:17 16:24:25 Storage Storage-Pickup 13% 

3 

16:25:45 16:25:47 Pickup Inspection 0% 

16:25:47 16:25:56 Inspection Inspection 100% 

16:25:56 16:26:10 Storage Storage-Pickup 7% 

4 
16:26:10 16:26:12 Pickup Pickup 100% 

16:26:12 16:26:22 Inspection Inspection 100% 

        

 In Table 4.3, The inspection action in cycle 1 occurred with the "flickering 

effect." The detection of the system switched to the storage stage and pickup. Then for 

the storage stage in the first cycle, the sequence failed to detect because the current 

update is at pickup; based on the sequence rule, it cannot change from pickup to storage 

backward. Therefore, the system keeps the "Pickup" stage the same and waits until the 

inspection action for the following work cycle to update. 

 

4.3 The results of LSTM and Intersection rule 

 To evaluate the accuracy of the LSTM model combined with the intersection 

model, we conducted a comparison between manual checks and the system's 

predictions using a 10-minute video clip that exclusively featured standard movements. 

The results of this comparison are illustrated in Table 4.4.  
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In the case of storage actions, both algorithms achieved the highest average 

prediction accuracy of 100%. However, when considering the overall accuracy, the 

LSTM combined with the Intersection Rule outperformed the Pure LSTM, showing a 

slight improvement from 97.17% to 98.13% (Table 4.4).  

Table 4.4 Accuracy comparation between Pure LSTM and Intersection rule. 

Action Pure LSTM LSTM and Intersection Rule 

Pickup 96.82% 96.58% 

Inspection 96.06% 97.80% 

Storage 98.63% 100% 

Total 97.17% 98.13% 

 

While the increase in accuracy may not be substantial, the integration of the 

intersection rule proved beneficial in mitigating the flicking effect that occurs during 

the transition between action stages. By incorporating the intersection rule, the system 

demonstrated better consistency and stability in accurately identifying and predicting 

the actions performed.  

 Figure 4.4 shows the prediction result of LSTM combined with the Intersection 

Rule through a 10-min video clip. The plot indicated that in cycle 34, there is an extreme 

outlier in storage action. After tracing back in the video, the reason is that the worker 

waited for the upcoming shoes from the conveyor. The idle motions could be analyzed 

from the study that way. However, the model has some minor “flickering effect” which 

occurred only 0.5 sec. For instance, at cycle 37, the system clicked 0.5 sec to inspect 

before correctly detecting the pickup at cycle 38.  

 

4.4 The real-time application of proposed model   

 

4.4.1 Intersection rule for real-time application 

 Due to the online assessment, the average FPS of the camera at the QC table is 

around 15. When the LSTM and Intersection rule model was applied through the SSH 

connection, the average FPS dropped slightly in Figure 4.5. The average FPS after 

applying the Intersection model is 13.59. 
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Figure 4.4 Duration time for each work element using Intersection rule. 
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Figure 4.5 Duration time for each work element using Pure LSTM. 
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Figure 4.6 Real-time FPS measurements at QC table. 

 

Furthermore, the latency measured during the 10 min testing video clip for the 

intersection rule is around 0.07 seconds over 38,087 frames while utilizing a 2.40 GHz 

Core i5 - 9300H CPU running Windows 10 (Figure 4.7). In Figure 4.8 shows that 

latency of pure LSTM, the average of the pure LSTM is 0.02 seconds. The trade-off 

between stability and computational time. Although the accuracy between the pure 

LSTM and Intersection rule is not significantly different (97.17% and 98.13%), the 

“flickering effect” on the other hand should be put into consideration. In Figure 4.5 

shows how the “flickering effect” impacted the stability of the model. 
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Figure 4.7 The latency of Intersection rule for 10-min testing video. 

 

Figure 4.8 The latency of Pure LSTM for 10-min testing video. 
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CHAPTER 5 

CONCLUSIONS AND RECOMMENDATIONS 

  

In this study, we proposed a novel approach that utilizes Mediapipe Pose and 

LSTM models to accurately recognize the actions of workers at a Quality Control 

station. Our evaluation of the pure LSTM model revealed impressive results, achieving 

an accuracy of 98.51% and a loss of 0.1181 on the training set. Similarly, on the testing 

set, the LSTM model achieved an accuracy of 97.06% and a loss of 0.3591. These 

findings demonstrate the effectiveness of LSTM in accurately classifying worker 

actions. 

To address the issue of the "flickering effect" observed when workers 

transitioned between different actions, we incorporated the Intersection rule into the 

LSTM model. By doing so, we aimed to improve the model's stability and consistency 

during action recognition. The testing of the intersection rule combined with LSTM 

was conducted on a 10-minute video clip containing only the selected standard motions. 

The results were promising, with the combined algorithm achieving an average 

accuracy of 98.01% across all actions. This demonstrates the effectiveness of the 

intersection rule in maintaining accurate recognition even during transitional phases 

between actions. 

The real-time applicability of the proposed algorithm was also evaluated, 

revealing a low latency of 0.07 seconds for the Intersection Rule and 0.02 seconds for 

the Pure LSTM model. This means that the system can provide real-time action 

recognition and timely feedback to control and analyze the efficiency of each functional 

element at the Quality Control station. The trade-off of accuracy and computation time 

must be considered for specific purposes. The integration of the MQTT protocol 

facilitated the publication of worker action statuses along with their corresponding 

timing, allowing for efficient monitoring and analysis of the production process. 

However, it is essential to note that the reliability of the system's results may be 

limited to standard motions. In real-world production situations, workers may perform 

outlier motions or actions not covered by the trained model, which could impact the 

accuracy and stability of the system. To address this limitation, future work should 

focus on expanding the dataset to include a broader range of worker motions by using 
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multiple cameras. Additionally, considering the interaction of workers with objects 

such as shoes and conveyors could further enhance the accuracy and robustness of the 

system. Furthermore, the number of classes could be increased to include the 

recognition of idle movements performed by workers. This would allow for a more 

comprehensive analysis of the motion-time study, providing insights into the efficiency 

and productivity of workers during periods of inactivity. 

In conclusion, our study has demonstrated the effectiveness of utilizing 

Mediapipe Holistic and LSTM models for worker action recognition at a Quality 

Control station. The proposed algorithm achieved high accuracy and low latency, 

showcasing its potential for real-time application. The incorporation of the Intersection 

rule further improved the system's stability during action transitions. However, future 

work should address the limitations of the system, such as the reliance on standard 

motions and the need for a more extensive and diverse dataset. By addressing these 

areas, we can enhance the accuracy and applicability of the proposed system, thereby 

contributing to the field of motion recognition and quality control in industrial settings.
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APPENDIX A 

PREDICTION RESULT OF INTERSECTION RULE 

Prediction 

No. 
Start Time Manual Check 

Intersection 

Rule 
Accuracy 

1 15:49:04 pickup pickup 100% 

2 15:49:07 inspect inspect 100% 

3 15:49:11 pickup pickup 100% 

4 15:49:14 inspect inspect 100% 

5 15:49:26 pickup pickup 100% 

6 15:49:28 inspect inspect 100% 

7 15:49:32 pickup pickup 100% 

8 15:49:35 inspect inspect 100% 

9 15:49:40 storage storage 100% 

10 15:50:01 pickup pickup 100% 

11 15:50:04 inspect inspect 100% 

12 15:50:08 pickup pickup 100% 

13 15:50:10 inspect inspect 100% 

14 15:50:15 storage storage 100% 

15 15:51:14 pickup inspect 83% 

16 15:51:17 inspect inspect 100% 

17 15:51:30 pickup pickup 100% 

18 15:51:32 inspect inspect 100% 

19 15:51:42 storage storage 100% 

20 15:51:56 pickup pickup 100% 

21 15:51:57 inspect inspect 100% 

22 15:52:07 pickup pickup 100% 

23 15:52:09 inspect inspect 100% 

24 15:52:20 pickup pickup 100% 

25 15:52:22 inspect inspect 100% 

26 15:52:34 storage storage 100% 

27 15:52:46 pickup pickup 100% 

28 15:52:48 inspect inspect 100% 

29 15:52:53 pickup pickup 100% 

30 15:52:56 inspect inspect 100% 

31 15:53:00 storage storage 100% 

32 15:53:15 pickup inspect-pickup 83% 

33 15:53:18 inspect inspect 100% 

34 15:53:26 pickup pickup 100% 

35 15:53:27 inspect inspect 100% 

36 15:53:39 storage storage 100% 

37 15:54:10 pickup pickup 100% 

38 15:54:12 inspect inspect 100% 
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39 15:54:20 storage storage 100% 

40 15:54:26 pickup pickup 100% 

41 15:54:28 inspect inspect 100% 

42 15:54:37 storage storage 100% 

43 15:54:42 pickup pickup 100% 

44 15:54:45 inspect inspect 100% 

45 15:54:53 pickup pickup 100% 

46 15:54:55 inspect inspect 100% 

47 15:55:07 storage storage 100% 

48 15:55:16 pickup pickup 100% 

49 15:55:18 inspect inspect 100% 

50 15:55:27 pickup pickup 100% 

51 15:55:29 inspect inspect 100% 

52 15:55:40 storage inspect 100% 

53 15:57:31 pickup pickup 100% 

54 15:57:35 inspect inspect 100% 

55 15:57:50 pickup 
storage-inspect 

pickup 
83% 

56 15:57:53 inspect inspect 100% 

57 15:58:02 storage storage 100% 

58 15:58:19 pickup pickup 100% 

59 15:58:28 inspect inspect 100% 

60 15:58:38 storage storage 100% 

61 15:58:42 pickup pickup 100% 

62 15:58:44 inspect inspect 100% 

63 15:58:53 storage storage 100% 

64 15:58:58 inspect inspect 100% 

65 15:59:19 pickup pickup 100% 

66 15:59:21 inspect inspect 100% 

67 15:59:29 storage storage 100% 

68 15:59:36 pickup pickup 100% 

69 15:59:38 inspect inspect 100% 

70 15:59:47 storage storage 100% 

71 16:00:14 pickup pickup 100% 

72 16:00:16 inspect inspect 100% 

73 16:00:24 storage storage 100% 

74 16:00:30 pickup pickup 100% 

75 16:00:33 inspect inspect 100% 

76 16:00:40 storage storage 100% 

77 16:00:46 pickup inspect-pickup 75% 

78 16:00:48 inspect inspect 100% 

79 16:00:56 storage storage 100% 
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80 16:01:02 pickup pickup 100% 

81 16:01:03 inspect inspect 100% 

82 16:01:15 storage storage 100% 

83 16:01:27 pickup storage 0% 

84 16:01:29 inspect inspect 100% 

85 16:01:39 storage storage 100% 

86 16:01:55 pickup pickup 100% 

87 16:01:57 inspect inspect 100% 

88 16:02:09 storage storage 100% 

89 16:04:44 pickup pickup 100% 

90 16:04:48 inspect storage-inspect 95% 

91 16:04:58 storage storage 100% 

92 16:08:22 pickup pickup 100% 

93 16:08:25 inspect inspect 100% 

94 16:08:34 pickup pickup 100% 

95 16:08:36 inspect inspect 100% 

96 16:08:44 storage storage 100% 

97 16:09:16 pickup pickup 100% 

98 16:09:19 inspect inspect 100% 

99 16:09:27 storage storage 100% 

100 16:09:36 pickup inspect 75% 

101 16:09:36 pickup pickup 100% 

102 16:09:38 inspect inspect 100% 

103 16:09:43 pickup pickup 100% 

104 16:09:46 inspect inspect 100% 
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